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Agenda for today

� MORE Path analysis
� Mediation versus moderation in SEM

� Intro to Causal Inference

� Project brainstorming time
� Data search



Moderation and Mediation

Where do interactions live in SEM?



Moderation (interactions)

� In SEM moderation effects can be represented in
1. Having different paths (not including equality constraints)

2. Or by adding product terms to the model (Note: you would need to first create the product in 
your dataset)



Recall Lab 3 Example



Recall Lab 3 Example



Mediation in the Acitelli data?



Mediation in the Acitelli data?



Mediation in the Acitelli data?



Mediation in the Acitelli data?



Causal Inference



Causal Models

� Causal Modeling aka Structural Causal Models aka Causal inference

� A way of depicting the causal relations among variables such that you can see which variables 
are implied to be conditionally independent, and thus, testable. 

� Directed Acyclic Graphs (DAG)

� No causal loops

� Directed Cyclic Graphs (DCG)

� Causal loops



Casual Models (DAGs and DCGs)

Just as in Structural Equation Models, Causal Models have their own names for things in the 
visualization.

� Nodes – the variables

� Edge – link between nodes

� Path – a sequence of adjacent edges 

� Parents – the direct causes of a variable
� Ancestors – the direct and indirect causes of a variable

� Children – the variables directly caused by a variable
� Descendants - all variables directly and indirectly caused by the variable



Causal Models



Casual Models

� Indirect effects

� Common cause

� Your garden variety confounder

� Example: Ice cream sales and murder

� Collider

� Blog post on dangers of conditioning on a collider

http://www.the100.ci/2017/03/14/that-one-weird-third-variable-problem-nobody-ever-mentions-conditioning-on-a-collider/


d-Separation

� Finding all the pairs of variables that can be d-separated (conditional independence) in 
the model points to testable hypotheses. 

� A pair of variables in a DAG is d-separated by a set of covariates, Z, if either 

1. One of the noncolliders on the path is in Z; or

2. There is a collider on the path, but neither the collider nor neither the collider nor any of its 
descendants is in Z



d-Separation



d-Separation

� Basis set

� Smallest number of conditional 
independencies (d-separations) that imply all 
others. 

� All other conditional independences are 
implied by the basis set, and thus are 
redundant and do not need to be tested. 



Project time


