
Security  Analysis  and Optimization 

An operationally "secure" power system is one  with  low proba- 
bility  of  blackout or equipment damage. The power system control 
processes needed to  maintain  a designated security level at mini- 
mum  operating cost are extremely complicated. They increasingly 
depend upon  on-line  computer security analysis and  Optimization. 

This on-line  technology is still relatively new, with enormous fur- 
ther potential. Since security and  optimality are normally  conflict- 
ing requirements of  power system control, it is inappropriate  to 
treat them separately. Therefore, they are slowly  becoming 
coalesced into a  unified hierarchical mathematical problem for- 
mulation:  one  that is, however, far too  complex to afford  anything 
but an approximate, near-optimal solution. The practical validity of 
this unifying  trend relies on  being  able  to  incorporate  all  signifi- 
cant security constraints within  the process. 

The main two current  computational  tools  in this field are con- 
tingency analysis and special operations-oriented versions of opti- 
mal power flow (OPF). Contingency analysis identifies  potential 
emergencies through extensive "what if?" simulations  on  the 
power system network. OPF is a major extension to the conven- 
tional  dispatch  calculation. It can respect system static security 
limits,  and can schedule reactive as well as active power. More- 
over, the advanced versions of OPF include or interface  with  con- 
tingency analysis. 

This paper reviews present formulations  and methods, and tries 
to  point  out areas of  difficulty  that  constitute  the main challenges 
for successful practical on-line  implementations over the  coming 
years. 

I.. INTRODUCTION 

A. General 

A key requirement of any modern society is the economic 
secure operation of i ts electric  power system.  Such  an 
important  objective  naturallydemands  the use of advanced 
large-systems  analysis, optimization,  and  control  technol- 
ogy.  This technology is  being incorporated into  the econ- 
omy-security functions  of  the utility-company Energy 
Management System (EMS). The relevant security analysis 
and optimization is the subject of  the present review paper. 

The security-constrained optimal  control  of an electric 
power system generation-transmission network is an 
extremely difficult task.  This difficulty tends to increase with 
growth in system size, interconnection,  and  other  oper- 
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ating problems. The modern EMS is the  power  industry's 
major response to the challenge. This  very large and  com- 
plex hardware-software system is based in  the  utility com- 
pany's main control center. it performs extensive on-line 
monitoring, assessment, and optimizing  functions  for  the 
network, to forestall or  correct  operational  problems  while 
maintaining economy. The economic  and social benefits of 
these functions are intuitively great, although  they are not 
easy to  quantify  with any precision. 

Ideally, the security calculation results should be dis- 
patched automatically by  the EMS, without  further  bur- 
dening  the human power-system operator. At  present, 
however, there are  very few examples of  securitycon- 
strained scheduling calculations working in a closed-loop 
manner. Most installations are initially  adopting an inter- 
active approach; the results are presented in the  form  of 
data and advice to  the operator, who accepts, modifies, or 
ignores them using  his  engineering experience. The num- 
ber of automated implementations will naturally increase 
in step with  the industry's confidence in  the  reliability  of 
the security control calculations. 

Power  system economy-security control is still a young 
field, many of whose practical and even conceptual aspects 
are  yet to be fully  worked  out. Nevertheless, the references 
quoted in this review represent a very  small percentage of 
the  publications in  the area. An attempt has been made to 
captureasmuchofthefieldaspossiblebyquotingthemore 
recent references on a topic, rather than  crediting  the  orig- 
inators. Many  other  works are referenced in  the general 
and review papers [I]-[IO] and [Ill-[22], respectively. 

B. Security  Concepts and Terminology 

The economy-security field is still so evolutionary  that a 
common set of concepts and terminology has not been fully 
established.  This is a frequent source of confusion. Words 
such as "monitoring," "analysis," and  particularly "secu- 
rity" itself havedifferent usages. This  paper defines itsterms 
as it goes  along. It uses "security" in a very  general  sense 
as pertaining to maintenance of supply (i.e., avoidance of 
lossof load). In certain cases,"control,""scheduling,"and 
"dispatch" are  used interchangeably. 

Today'son-line security-related functions deal with static 
"snapshots"of the  power system.They haveto beexecuted 
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at intervals  commensurate with  the rate-ofchange  of sys- 
tem state, which is greatest wheri  network  switching occurs. 
This quasi-static approach is to a great extent the  only cur- 
rently  do-able one,  since dynamic analysis and  optimiza- 
tion are orders of magnitude even more difficult and  com- 
putationally  more  time-consuming. 

The overall aim of  economy-security control is to operate 
the system at lowest cost, with  the guaranteed avoidance 
or survival of emergency conditions. This of necessity 
means operating the system as close as possible to its secu- 
rity limits. 

A power system is in an emergency condition  of varying 
severitywhen  operating  1imitsareviolated.The most severe, 
least predictable  violations  result from contingencies. An 
important part of  the security concept, therefore, revolves 
around the power system’s ability to withstand the effects 
of  contingencies. A particular system  state  can be pro- 
nounced secure onlywith reference to one or more  specific 
contingency cases, and  a  given set of  quantities monitored 
for  violation. 

A formal  classification  of  power system security levels is 
necessary in order to define the relevant EMS functions (21- 
[4]. Fig. 1 illustrates the authors’ version, in  which  the 
arrowed  lines  represent involuntary transitions  between 
levels 1 to 5 due to contingencies. The classifications, of 
course, remain  valid  if the transitions are due  to load  and 
generation changes or  control actions. The specific  inclu- 
sion  of levels 2 and 4 represents an extension to  the  more 
traditional classifications. 

The removal of violations from level 4 generally  requires 
EMSdirected  “corrective  rescheduling” or “remedial 
action,” bringing the system to level 3. Once  level 3 has been 

reached, further  EMSdirected  “preventive  rescheduling” 
must be performed  to  return the system to either  level 1 or 
2, depending on  the operational  security  objectives. 

If  the power system has reached level 5, load will be lost 
by  automatic  local switching  control actions or by  direc- 
tives from  the  control center. In some  cases, optimal 
amounts and locations of  the  control actions can be cal- 
culated. 

Levels 1 and 2 in Fig. 1 represent  normal  power system 
operation, in  the sense of tieing acceptable operational 
states.  Level 1 has the ideal security: the power system sur- 
vives  any of the relevant  contingencies without relying on 
any posttontingencycorrective action. Level 2 is  more eco- 
nomical, but  it depends on  the EMS corrective  functions to 
successfully remove nonsevere violations without loss of 
load, within  a specified period of  time. Note that the level- 
2 concept applies primarily to post-contingency active- 
power  control. 

The post-contingencyoperating limitsmight  bedifferent 
from  their pre-contingencyvalues. Hence, for instance, the 
long- or medium-term  limits at level 4could beviolated, but 
not  the short-term  limits. The precise usage will vary from 
utility  to  utility. 

C. EMS Security Analysis and  Optimization Functions 

The EMS economy-security functions dealt with  in this 
paper are Security Assessment and Security  Control. The for- 
mer determines the security  level of  the system operating 
state.  The latter calculates the appropriate  security-con- 
strained  scheduling  needed to optimally achieve the target 
security level. 

LEVEL 1 
(Secure) 

LEVEL 2 
(Correctively  Secure) 

LEVEL 3 
(Alert) 

LEVEL 4 
(Correctable  Emergency) 

LEVEL 5 
(Noncorrectable 
Emergency) 

LEVEL 6 
(Restorative) 

All load supplied. No operating  limits  vim 
lated. In the event of a  contingency, there will 
be no violations. 

I I I 
I \L 

All  load  supplied. No operating  limits v i e  

can be corrected by appropriate  control 
lated.  Anyviolations  caused byacontingency 

action without loss of load. 
I 

I 
I 

\1/ 
I 1 I 1 load. , I All load supplied. No operating  limits  vio- 

lated. Some  violations caused by a  contin- 
gency cannot be corrected without loss of 

All load supplied, but operating limits are  vio- 
lated.  These  can be corrected  by  appropriate 
control  action without loss of load. 

I I 

\I/ 
All  load  supplied, but operating  limits arevie 

of load. 
lated. These  cannot be corrected without loss < 

control  actions 

No operating  limits  violated, but loss of load 
has been suffered. 

Fig. 1. Power system  static  security  levels. 
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The securityfunctions  in an EMS can be  executed in two 
ways: in “real-time” modeand  in “study” mode. In the real- 
time mode, the static model of the power system under 
observation isgenerallyderivedfromtheoutputofthestate 
estimator, with any model  of  the unobserved  (or  external) 
system attached to  it [23]. It represents the power system 
operating state  at the  current snapshot instant in time. If 
security monitoring detects  real-time  violations,  security 
control  calculations  for  immediate implementation are 
needed. Real-time application functions have a particular 
need for  computing.speed  and  retiability. 

In  the study mode, the static model of the  entire power 
system usually represents a forecast operating  condition, 
generated automatically from stored  historical patterns, 
recent trend information,  and  specific  knowledge  or 
hypothesis. The main  objective  of  study-mode  functions is 
toplan(overhowevershortatimeframe)forfuturesecurity 
and optimality  of  power system operation. Saved previous 
operating states  may  also be studied. 

I I .  SECURITY ASSESSMENT 

As indicated by Fig. 1, the static security  level of  a power 
system is characterized  by the presence or  otherwise of 
emergency operating conditions  (limit violations) in its 
actual (pre-contingency)  or  potential (postcontingency) 
operating states.  System security assessment is the process 
whereby any such violations are detected. 

Security assessment  has two functions. The first is vio- 
lation  detection in the  actual system operating state. In i ts 
simplest  form, this just  entails monitoringactual flows, volt- 
ages,  etc., and comparing them against prespecified  limits. 
It may  also include  trend analysis, to apprize the operator 
of any tendency  towards  violation. In the case of  line and 
transformer loadings, i t  may involve  on-line  refinement of 
limits,  using data such as ambient temperatures, wind fac- 
tors, and loading  history [24]. 

The  second, much more  demanding, function of  security 
assessment is contingency analysis.  The entire Section II of 
the paper is devoted to it. 

A. Purpose of Contingency Analysis 

Contingencyanalysis is performed  on  a list of  “credible” 
contingency cases (single or  multiple  equipment outages). 
Those contingencies  that,  if  they  occurred, would create 
steady-state emergencies must be identified  and  ranked in 
order  of severity. The power system operator  and/or an 
automated  security-constrained  scheduling function can 
then respond to each insecure  contingency case, usually 
in decreasing order  of severity, by: 

a) altering  the pre-contingency system operating state 
to  mitigateor eliminate the emergency resultingfrom 
the  contingency, or 

b)  developing  a control strategy that will alleviate the 
emergency, should it occur, or 

c) deciding to  do nothing, on  the basis that the post- 
contingencyemergency is small and/or very unlikely. 

B. Approaches to Contingency Analysis 

The traditional  concept  of  contingency analysis is that 
each contingency  should be simulated on  the base-case 
model of the power system. Then the calculated  post-con- 

tingency  operating state is checked  for  operating-limit  vio- 
lations. In principle,  this is straightforward:  a  routine  power- 
flow  solution  must  be  run  for each contingency case [25]. 

In practice, there are three major  difficulties. The first is 
to establish the appropriate  power system model. This 
depends on what postcontingency state is to be repre- 
sented, and  how accurate the results  need to be.  The  sec- 
ond is to determine which contingency cases to consider. 
The third  difficulty is the fact that  processing  power-flow 
solutions  for large numbers  of  contingency cases, usually 
at frequent  intervals  of time, requires an enormous  com- 
putational  effort. In fact, contingency analysis is  often  the 
most time-consuming function in an  Energy Management 
System, with  a significant  and very unwelcome  impact  on 
computer sizing. 

The general approach now  widely adopted is to separate 
on-line  contingency analysis into three  distinct stages: con- 
tingency definition,  selection, and evaluation. 

Contingencydefinition is the least time-consuming  func- 
tion. The contingency list to be processed within  the EMS 
comprises those cases whose probability  of  occurrence is 
deemed sufficiently  high,and  isspecified bythe  utilitycom- 
panyat system element level. This list may varywith system 
topology and load, and may include secondary switching 
(where  one  contingency  results in further  contingencies). 
The list, which is normally large, is  automatically  translated 
into electrical network changes: normally  injection  and/or 
branch outages. 

Contingency  selection is  the process that  offers the great- 
est potential  for  computational saving, and has received 
most development  effort.  Its  purpose is to shorten the  orig- 
inal long list of contingencies by eliminating that vast 
majority of cases having no violations. It invariably uses  an 
approximate  (where possible, linear)  power system model 
with appropriate  computational  techniques, to give rela- 
tively  rapid but limited-accuracy results. On  the basis of 
these results, the  contingency cases are ranked in  rough 
order of severity. 

Contingencyevaluation  using ac power flow is then per- 
formed on  the successive individual cases in decreasing 
order of severity. The process is continued  up  to the point 
where no  postcontingency violations are encountered, or 
until a maximum  number of cases  has been covered, or  until 
a  specified time has elapsed. 

In some cases, contingency  selection and evaluation 
become merged into one process. A single set of simula- 
tions  on the  contingency list can be performed  when either 
a) the accuracy of an approximate  selection-type  model/ 
solution is adequate throughout, or  b) when fast selection 
cannot  be performed reliably, and the more accurate eval- 
uation-type  modelslsolutions are needed throughout. 

C. Modeling for  Contingency Analysis 

Accurate contingency-analysis modeling is the same  as 
for  normal  power  flow, requiring  the iterative  solution of 
nonlinear  equations and the representation of various con- 
trol devices. However, in contingency  selection  and some- 
times incontingencyevaluation,approximateformulations 
and  solutions are  made in return  for  computational speed. 

The power system limits of most interest in contingency 
analysis  are those on branch  flows  and  bus voltages. Both 
these and other types of operating  limits are very ”soft,” 
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in  the sense that  their values  are neither  precise nor to be 
rigidlyenforced. This  softness lends  justification to  the use 
of  limited-accuracy  models and solutions. 

At the same time, the  permissible levels of  approximation 
in contingency analysis  are very system- and case-depen- 
dent. Far too  little  work has been performed in  the  industry 
on  quantifying  the tradeoffs  between  computational speed 
and validify of results. Speed-versus-accuracy compro- 
mises  are frequently based largely on engineering  judg- 
ment and sheer expediency. 

The most fundamental  approximate  power-flow  model 
is the familiar  Newton-Jacobian  matrix  equation 1261, r e p  
resenting  linearization  about a given  operating  point: 

F i  A = -[. (1) 
AV  AQ 

In the past, considerably  more emphasis has been placed 
on branch  flows  than on bus voltages.  This has given rise 
to the very  extensive  use of  linearized active-power models. 
The original dc power-flow  model is too dubious in accu- 
racyfor use on most power systems. Its  incremental  version 
is normally  preferred. It can be expressed in “fastdecou- 
pled” power-flow  form [27] as 

B’ * A0 = AP (2) 

wherematrix B’isasymmetricapproximationtotheunsym- 
metric  submatrix H above. Alternatives to B’, including H 
itself, do  not seem to provide generally superior stand-alone 
linear P-0 models. 

The  use of an active-power model makes the  assumption 
that voltages and reactive  flows change very little after a 
contingency,  and  that the latter are relatively small.  This 
assumption is most valid  for  strong  high-voltage  transmis- 
sion systems, where  branch RIX ratios are  small.  The mon- 
itored  portions  of E M S  power system network models have 
tended to fall into this category. As E M S  network  models 
become extended into parts of  the lower voltage system, 
the  number  of  exceptions is  bound  to increase. 

Generator outage contingencies tend  to place the great- 
est strain on  the active-power model validity. In addition, 
theutilityhastoprespecifywhetheritwantstomonitorpost- 
contingency “steady-state” conditions immediately  after 
the outage (system inertial response), or after the auto- 
matic controls  (governor, AGC, economic  dispatch) have 
responded.  Depending on  the decision, different  partici- 
pation factors are  used to allocate the lost MW generation 
among the remaining  units. The same applies to load  out- 
ages, and network islanding  involving  reallocation  of gen- 
eration to restore  the  power balance. 

In some power systems, particularly  those  where active- 
power transfers are limited by voltage drops, emphasis on 
contingent voltage monitoring is now  increasing  consid- 
erably. The  scope for fast approximate modeling is much 
1ess.than in  the active-power case.  The reactive problem 
tends to be more  nonlinear,  and voltages are strongly influ- 
enced by  active-power flows. VoltageNAR  counterparts  of 
(2)  are available 

B” ’ A V  = AQIV (3) 

where B” is an approximation to  the Jacobian  submatrix L 
from (I), or even L itself [27]-[30].  Such  an equation is rarely 

acceptable as a stand-alone linearized model  for  the large 
perturbations caused by  contingencies. It is necessary to 
evaluate A Q  and  possibly B” using the  postcontingency 
voltage angles obtained from  the active-power model. Rep 
resenting  automatic  voltageNAR controls can be very 
important. In particular,  failure to model  generator VAR 
limiting can lead to extremely  unreliable voltage values. 

In strong, relatively  linear  high-voltage  power systems, 
the coupled Jacobian  model  of (1) might be adequate for 
approximate results. On  the  other hand, it is usually less 
accurate and  more timeconsuming than (2) with (3); and is 
rarely used. 

D. Contingency  Selection 

The two main approaches to contingency  selection are 
as follows: 

a) Direct Methods. These involve screening and  direct 
ranking  of the contingency cases. Screening involves the 
fast approximate power-flow simulation  of each contin- 
gencycase. By monitoring  the appropriate postcontingent 
quantities (flows, voltages), the case’s severitycan bequan- 
tified  directly  in some heuristic manner for  ranking  pur- 
poses.  The severity measure is often  a single  number, the 
Severity or Performance Index. 

b) Indirect Methods. These produce  the values of  the con- 
tingency-case severity indices  for  ranking, without calcu- 
lating  the  monitored  contingent  quantities. 

Much of the development work  on contingency  selection 
has been performed  for  the active-power  problem,  using 
dc power-flow-type models. Although many of the methods 
have employed the typically  inadequate  nonincremental- 
dc version, incrementaldc model versions of these meth- 
ods can in most cases be derived. 

E. Active-Power Contingency Screening 

The following subsections deal with  a series of  related 
methods  for  screening of  contingent branch overloads. 
Many  of  the techniques introduced here also apply to  the 
other areas of  contingency analysis. 

The Inverse Matrix  Modification Lemma (IMML) is used 
explicitly  or  implicitly  throughout the  contingency analysis 
field. Specific versions have been  called  ”compensation” 
methods [31], [32].  The IMML provides a rapid way of cal- 
culating  the effects of network changes due to contingen- 
cies, without reconstructing and refactorizing or  inverting 
the basecase network matrix. 

The independent  vector A P in (2) is very sparse for  branch 
outages.  The IMML is particularly  convenient  and fast for 
these cases, which have been duly emphasized in  the lit- 
erature. This should not obscure the fact that generator and 
bus outages  and, in some  systems,  bus splitting are very 
important contingency cases, which can  also be  handled 
by IMML but  not so efficiently. 

Contingency analysis methods are able to take  consid- 
erable advantage of modern sparsity techniques [33]-[35]. 
Among these  are  sparse vector  solutions, in  which fast-for- 
ward and fast-backward substitution  avoid processing many 
of the elements of  the sparse matrix  triangular factors. 

a) The most basic active-power screening method explic- 
itly inverts  matrix B’ in (2)  [36].  The best complete  inversion 
method seems to be  one  that successively  generates the 
upper  triangular  inverse  columns in reverse order using 
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fast-forward and normal backward substitution  on  the 
sparse triangular factors. The effort  of  obtaining  the  non- 
sparse inverse grows  by little  more  than  the square of  the 
number of  network buses. 

It is also possible to economize  by obtaining  only  local 
solutions, by  calculating  the inverse elements in the  vicin- 
ities of  the contingencies. These elements may be  obtained 
using fast-backward substitution. Alternatively, the desired 
buses  can be ordered last  (at  some sacrifice of factor spars- 
ity). A problem  with  local  solutions is to  know  how far from 
the contingency i ts effects propagate. Some form of apriori 
sensitivity analysis might be  employed. 

Once  the  matrix inverse has been obtained, the  IMML 
permits the  rapid  calculation  of  the changes AO in (2) due 
to a single or  multiple branch outage.  For  example, the  out- 
age of a branch  between buses i and k requires not  much 
more than  the  subtraction  of  columns iand k of  the inverse. 
The resulting vector is sometimes called the compensation 
vector. The changes in  the  monitored branch M W  flows are 
then calculated from AO, and  compared against limits 
derived from  the branch ratings in amperes, megavolt 
amperes,  etc. In practice, it is more economical to  pre-pro- 
cess the base  case, transformingeach  branch flow  limit  into 
limits on  the change in 0 across the branch. 

b) A popular very minor variant of  the above derives 
“distribution  factors”from  the  matrix inverse elements [13], 
[37, [38]. Following a single-branch outage, the  flow change 
in any other  branch is given  by its distribution factor mul- 
tiplied  by  the pre-contingency flow in the outaged branch. 
The method generalizes to more complex contingencies. 
At least one  implementation uses the complex Y matrix 
instead of B’; but  the basis for  this approximation is not  too 
clear. 

c)  The expensive component  of  the active-power  screen- 
ing process is the  matrix inversion. Moreover, the inverse 
must be  updated or recalculated each time  the  network 
toplogy changes. When  the  number of contingency cases 
is not large relative to  the  network size, or  if storage is a 
problem, it may not be economical to precompute the 
inverse.  Instead, the above-mentioned compensation vec- 
tor can be generated only as and when needed for each 
contingency case. Fast-forward and  normal or fast-back- 
ward  substitution on  the matrix sparse triangular factors is 
used,dependingonwhethertheentiresystemistobemon- 
itored. As before, this provides AO, from  which overload 
monitoring is performed. 

d) Theoretical and practical work has been  undertaken 
to define  and  compute steady-state security regions [39]- 
[41]. Following these lines, a reduction  of up  to half  the over- 
all  work  for branch-outage cases in  method c) above can 
be obtained with  asimple but nonobvious  modification [42]. 
First, those relatively few elements of  the compensation 
vector that are needed to obtain  the bus voltage angle 
change 6 around  the  terminals  of  the outaged branch are 
calculated by  fast-forward  and fast-backward substitution 
on  the  matrix factors. The rest of  the  network as seen from 
these  buses  acts as a voltage divider  of 6, and it is reasoned 
that  the angle change across  any branch  cannot be larger 
than 6. Applying  this  principle, it is  now  only necessary to 
compare 6 with  the pre-prepared  maximum angle change 
for each  branch, in order to detect and eliminate  contin- 
gency cases with  no overloads. 

e)  Sparse factor updating [34],  [51] can be competitive for 

complicated multiple-outage cases that  require a large 
number of compensation vectors or  the  creation of new 
buses by bus splitting. In this technique, the base-case fac- 
tors become modified,  therefore an extracopy of  them must 
be stored. 

f )  A technique  that can be used in conjunction  with  the 
previous  methods is to eliminate  the  unmonitored parts of 
the network [43], [MI. Elimination is  beneficial  only  while 
it decreases the “computational size” of  the network. Size 
can be measured in various ways. It is a function  of  the 
reduced network’s number  of buses,  branches, and net- 
work-matrix factor elements. Elimination  of  all  the 
unwanted buses is frequently self-defeating,  since  an enor- 
mous number  of equivalent branches can be produced 
when  the  number  of boundary buses is large.An alternative 
approach [45] prematurely  terminates the  reduction  pro- 
cess, thereby  retaining some unneeded buses, as soon as 
the size of  the reduced network starts to increase. A more 
recent approach [46] also retains unneeded buses, ensuring 
the sparsity of  the reduced  matrix factors. With all reduc- 
tion methods, high-impedance  equivalent branches can be 
discarded with  little loss of accuracy.  The  less  sparse reduc- 
tions  tend to have many such  branches. 

g) Another noteworthy approach introduces “concen- 
tric relaxation” [47,  which is outlined as follows. The idea 
isthatthealgorithm should  adaptivelydetermine how  much 
of the system in  the  vicinity  of  the contingency needs to be 
solved. At the beginning, the voltages of  the second-neigh- 
borhood buses around  the contingency are assumed  fixed, 
and the  first-neighbor voltages  are solved by an iterative 
Gauss-Seidel technique. The flows into  the second-neigh- 
bor buses  are then calculated and  compared with  their pre- 
contingency values. If  there is sufficient discrepancy, the 
second-neighbor buses  are included in the  local subsystem 
of interest, keeping the  third-neighbor bus voltages fixed 
at their pre-contingency values.  The enlarged subsystem is 
then solved  iteratively.  The enlargement process is repeated 
successively until acceptably unchanged  boundary flows 
have been arrived at. 

h) A few  power systems exhibit such nonlinearity  that 
the accuracy of  the incremental  dc  power-flow model is 
inadequateeven for active-power screening. In thesecases, 
it is  necessary to revert to an  ac approach of  the complete 
contingency-evaluation type. Some of  the above tech- 
niques,  such as sparse vector methods, reduction, and con- 
centric relaxation can still be used. 

F. Reactive-Power Contingency Screening 

Since no stand-alone linearized voltageNAR network 
models are valid  for large-perturbation analysis, there are 
no direct  counterparts to  the active-power screening meth- 
ods of  the last  section. Even when  simulating a contingency 
approximately, it becomes necessaryto include  the change 
in active-power conditions in calculating  the change in volt- 
ages. Nevertheless, this  coupling is not necessarily a great 
burden, sinceactive-power screeningwill generallyaccom- 
pany reactive-power screening anyway. 

a) The most straightforward approach is  to first calculate 
the bus angular changes for  the contingency case by an 
active-power screening technique. The updated angles  are 
then used in calculating  the voltage-normalized reactive 
mismatches AQlV in (3). 
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Equation (3) is then solved, using the symmetric factors 
of  the base-case matrix B”, and including  the effects of  the 
contingency  by the  IMML (compensation) or factor updat- 
ing. The whole process is effectively a one-iteration fast- 
decoupled  power flow [27. Unsymmetric substitutes for 
B”, such as the Jacobian submatrix, might give improved 
accuracy at extra computational cost. 

Such a one-iteration solution has been used for reactive- 
power screening, and it may be adequate on certain  power 
systems.  However, it cannot  be regarded as generally reli- 
able,  because of  problem  nonlinearityand/or  failure to rep- 
resent voltage-control features. Of these controls, VAR lim- 
iting is the-most clearly essential. It can be implemented 
followingthesolutionof (3) usingfactor updating methods. 

b) Someof thetechniquesdescribedfortheactive-power 
problem may be used to decrease the  computing  effort of 
solving (3). The  scope is more  limited, however,  because the 
independent vector AQlVis  not sparse. Network  reduction 
is one of  the available techniques. A reduction  that  pre- 
serves  some of  the reactive response of  the  eliminated sys- 
tem  should be employed.  Among equivalents in normal 
power-flow  model form, Extended Ward and Ward-PV  are 
currently favored [43]. 

c) Itisalsopossibletoobtainsolutionsonlyinthevicinity 
of each contingency. Sparse vector methods offer  one 
approach. Another  requires  the inverse elements of B” for 
the buses of interest. Then a nonsparse but small  subset of 
(3) can be solved in the  vicinity of the contingency, with 
local generator VAR limits  modeled where necessary.  As in 
the active-power problem, a difficulty is knowing a priori 
how far the contingency’s effects propagate in  the system. 

d) An approach to the last mentioned difficulty is con- 
centric relaxation, as outlined  in Section Il-Eg) above. 

G. Direct Severity Ranking 

Given a numerical measure for  the severity of each con- 
tingency case, direct  ranking  of  the cases in order is  a rel- 
atively simple process.  There i s  a wide choice of heuristic 
definitions  for  the Severity Index. A popular  one is 

c w , ( x l / x p  

where x is  a monitored  quantity such as a branch flow  or 
voltage, X is  i ts  upper  limit, and rn is a positive integer. A 
small modification is  made to accommodate lower limits 
also, where needed.  Large violations make a large contri- 
bution  to  the value of  the index. 

Thechoice m = 1 isoften  found  to beveryunsatisfactory, 
since it fails to give sufficient  discrimination. For  example, 
the index for a case with many small violations can be  com- 
parable in value to the index for a case with  one  huge vio- 
lation. By most operational standards, the latter case is  much 
more severe.  This  lack of discrimination has been termed 
the masking effect. It can be improved by increasing m to 
2 or higher. 

Since the  monitored  quantities x have been explicitly 
evaluated by  the screening process, the severity index does 
not need to be a pure algebraic formula [49]. For instance, 
the index might incorporate the largest violation, a non- 
analytic quantity. 

H. Indirect Contingency Selection 

Indirect  ranking is a special, mathematically elegant, but 
restrictiveapproach  tocontingency selection. Useful  meth- 
ods  can be  derived only  for specific power system models 
and severity indices. The approach does not  explicitly cal- 
culate individual  monitored quantities. It only produces the 
numerical value of  the severity index for each contingency 
case, to be  ranked in decreasing order, as usual.  The  sole 
attraction is i ts spectacular  speed in calculating these 
indices. 

There  have been various different  algorithmic deriva- 
tions based on a linear power-flow  model 1501-[54]. The cur- 
rently most accepted derivations use the familiar IMML, in 
conjunction  with a severity index of  the  form (4) above. 
Research efforts have refined  the early versions of  the 
approach, by  eliminating  their approximations to the dc 
power flow and by  catering  for  multiple outage cases 
including generators. Unfortunately, however, it has not 
yet been possible to produce usableversions with severity- 
index exponents rn larger than  unity. Thus the approach 
frequently gives unsatisfactory discrimination  between 
contingency-case  severities. This masking problem can be 
somewhat reduced  by applying  the approach separately to 
different  subnetworks of  the power system, but  with  cor- 
respondingly  reduced computing speed  advantage. 

For voltage-severity  ranking, applications  of  the same 
approach to stand-alone linear Q-Vmodels as in (3) are pre- 
dictably unsatisfactory, in view of  the inadequacy of those 
models for large perturbation analysis. It  might be possible 
to derive versions using the  coupled  model  of (I), but  the 
results  are still in danger of  being  unreliable  without gen- 
erator VAR limit representation. 

The future prospects for  the  indirect approach do  not 
seem promising, unless breakthroughs  occur  that enable 
higher  order severity indices to be used while preserving 
computational efficiency. 

1. Contingency Evaluation 

The selection process  ranks the contingency cases in 
decreasing order of estimated limit  violation severity. As 
previously described, contingency evaluation then takes 
place on successive cases in  the ranked list, terminating 
when thereare  no  more  violations  or when a preset number 
of cases  has been processed, or  when a certain  time has 
elapsed.  Evaluation of a case typically involves a conven- 
tional fast-decoupled power flow  solution,  using  IMML 
(compensation)techniquesand perhapsfactor updatingon 
the base-case  matrices 6’ and B”. Convergence to high 
accuracy is rarely needed. 

Most screening methods calculate the  postcontingency 
bus voltage angles.  Some  also calculate their magnitudes. 
Fast-access storage permitting, these values and the com- 
pensation vector($ (if available),  may be saved to start the 
corresponding evaluation solutions later. 

When  contingency screening and evaluation both use 
the fast-decoupled power flow, the selection and evalua- 
tion  solutions can  sometimes be merged together. For  each 
contingency case, the  first  half-iteration  (MW  monitoring 
only)  or  more of the fast-decoupled power flow is  per- 
formed, and then  the  limit  violations are monitored. If  there 
are no violations, the case is  abandoned. Otherwise, eval- 
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uation is performed merely by continuing  iteration to higher 
accuracy.  Severity ranking  of cases takes place at the very 
end. The main drawback of such a scheme is  the unpre- 
dictability  of  the  time taken to  find  the most severe con- 
tingency cases. 

1. Concluding Remarks on Contingency Analysis 

The foremost challenge in E M S  contingency analysis is 
theexcessivenumbercrunchingrequiredtoprocessalarge 
number of cases on a large power system at frequent  inter- 
vals of  time. This is becoming the most serious computa- 
tional bottleneck in  the  application  functions  of an EMS. 
The problem becomes  even more  critical  when it is  realized 
that contingency-constrained OPF usually needs to iterate 
with contingency analysis. 

The chief approach for  both contingency selection and 
evaluation is  still direct  power-flow  simulation.  Major 
approximations aimed at enhancing computing speed  are 
prevalent in  the selection process.  These approximations 
are not always consistent with reliable security classifica- 
tions. The problem is by far the greatest for voltageNAR 
contingency  conditions. It appears that  the general trend 
must move in  the  direction of less inaccurate simulations. 
This will  further increase the considerable computing  load 
imposed by contingency analysis, and the sizes and costs 
of control center computers. 

Unless  some radically different contingency-analysis 
approaches  emerge, potential  for major  improvements in 
the best existing analysis and computing methods seems 
rather limited. In fact, the pressures to meet E M S  contin- 
gency  analysis timing specifications may  already  have 
resulted in some oversophistication, in  the sense that cer- 
tain  methods unduly sacrifice accuracy and flexibility  in 
return  for speed. 

Today  and increasingly in  the  future,  the tradeoffs tend 
to favor not  only faster software and methods, but also 
hardware exploitation. The modern E M S   i s  tending towards 
more  open architectures that  permit  the easy connection 
of auxiliary computing devices, on  to  which self-contained 
but computation-intensive calculations can be down- 
loaded. Contingency analysis has the ideal characteristics 
for  distributed processing. The separate cases in the con- 
tingency list can  easily be shared between several or many 
small,  simple, powerful, and very inexpensive processors, 
which are now  becoming commercially available.  Parallel, 
asopposed to distributed, processing seems ultimately less 
suitable and cost-effective for such  an application. 

I l l .  SECURITY-CONSTRAINED OPTIMAL SCHEDULING 

A. introduction 

This part  of  the paper  deals with  the E M S  functions  that 
optimally schedule the system controls, constrained by  the 
netwark power  flows and system operating  limits. By def- 
inition these scheduling functions  all  fall  into  the generic 
category ”optimal power  flow” (OPF). However, they take 
a variety of  different forms  which, due to  the absence of 
common  terminology, are referred to  within  the  industry 
by a range of  different names. Unit  commitment and hydro 
scheduling are beyond the scope of this paper, and are not 
included. 

Thepurposeofanon-IineOPFfunctionistoschedulethe 
power system controls to achieve operation at a desired 
securitylevel  (normally level 1,2,  or 3, or very exceptionally 
6, in Fig. I), while  optimizing an objective  function such as 
cost of  operation. Security levels 1 and 2 are “contingency 
constrained.” The new schedule may take system opera- 
tion  from  one security level to another, or it may restore 
optimality at  an already achieved security level. 

Any specific on-line OPF scheduling  function, then, is 
designed to: 

operate in real time  or study mode, 
schedule active- or reactive-power controls  or  both, 
achieve a defined security level, 
minimize a defined  operational objective. 

Most OPF computer programs are able to  perform  more 
than one specific function:  for instance, they might handle 
various  security  levels,  several  objectives, and possibly both 
real-time and study modes. However, as described later, 
there is no single solution  method that is well-suited to all 
on-line OPF problems. 

In real time, the emergency state represented by level 4 
in Fig. 1 will typically  first  require  corrective  rescheduling 
to  bring  it  to level 3. Then contingencyconstrained sched- 
uling can be undertaken to  bring  the system to the more 
acceptable security represented by levels 1 or 2, as appro- 
priate. In real-time or study mode, the choice  between lev- 
els 1 and 2 depends on  the  utility’s overall economy-versus- 
security policy, and its means for applying  corrective real- 
time  control. 

Most security-constrained scheduling calculations are 
being designed to communicate interactively with  the 
power system operator, in  both real-time and study modes. 
In the real-time mode, the calculated schedule, once 
accepted,  may be implemented  manually orwhere possible 
automatically:  generations and interchanges  can be fed into 
the EDlAGC  subsystem, while other  controls are handled 
by the appropriate supervisory control mechanisms. 

The ultimate real-time goal is  to have the security-con- 
strained scheduling  calculation  initiated, completed, and 
dispatched to  the power system entirely automatically, 
without human  intervention. Some experienced utilities 
insist that  this is the  only effective mode  of use. There are 
few examples of closed-loop implementation presently in 
routine operation, and then  only in simplified forms. 
Nevertheless, the feature is  being designed as an option  in 
many modern energy management  systems.  The utility 
company will be able to switch over to closed-loop exe- 
cution  when enough  confidence has been gained in  the 
reliability and accuracy of  the security-constrained sched- 
uling  functions. 

€3. OPF Problem  Formulation-Generalities 

Optimal power flow is formulated mathematically as a 
general constrained optimization  problem thus 

Minimize 
f(u, x) 

g(u, x) = 0 

Mu, x) 2 0 

subject to 

and 
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where u is  the set of  controllable  quantities in  the system, 
and x is the set of dependent variables. Objective  function 
(sa) is scalar. Equalities (5b)  are the  conventional  power flow 
equations, occasionally  augmented  by  a  few special equal- 
ityconstraints. lnequalities(5c)arethe  limitson  thecontrol 
variables u, and the operating  limits  on  the power system. 
The former are usually  treated as "hard," and the latter may 
be regarded as "soft"  (imprecisely  known,  and  for which 
small violations are tolerable). 

At this stage of the paper, it is convenient to regard the 
variables u and x in (5) as belonging  to a single  power system 
operating state: either pre- or  postcontingency. The spe- 
cific  treatment of contingency  constraints is deferred until 
later, in Sections 1 1 1 - 0  to Ill-R. 

The original "classical"0PFformulations were pioneered 
by Carpentier [55] and Dommel and Tinney [56]. Much  of 
the OPF research since then has addressed similar  for- 
mulations, without considering the additional  require- 
ments needed for  practical  on-line  applications. There are 
several  reasons for this. One is that OPF problems are math- 
ematically and computationally very different,  and are still 
stretching  applied optimization technology to i ts limits. It 
is not easy to investigate  complicated  practical OPF fomu- 
lations with small-scale  research. Another is that up  to  now 
very little industrial  application  of  on-line OPF  has taken 
place, with  a consequent lack of  iteration  between users, 
researchers, and  software  developers on  the  utilities' 
detailed  practical  requirements. A  third reason is that since 
OPF also  has major  applications in system planning,  there 
has been a tendency to focus on  the  common subset for- 
mulation. 

The real-life problem is not  in  the  continuous smooth 
form associated with text-book  nonlinear  programming[l8]. 
All types of power system devices have to be accommo- 
dated. Many  control variables move in discrete steps, which 
are sometimes very large  andlor  irregular. Some objective 
functions and even constraints are not algebraic or  differ- 
entiable. Multiple solutions are likely to exist: on present 
evidence, the tendency  towards multiple local optima 
seems to be greatest when  there are  many reactive-power 
controls in  network loops. 

Unfortunately,  there are no  solution approaches that can 
handle these types of  problems  efficiently in a reasonably 
rigorous  form.  Universal  practice is, therefore, to approx- 
imate the formulation and modeling  to make the  problem 
more solvable with available optimization techniques. 

Compromises  between OPF formulation and algorithm 
are inescapable. Even so, no individual  solution  approach 
offers a combination  of  flexibility, speed, reliability, and 
other desirable properties  for  all types of  on-line OPF prob- 
lems. 

In real-time mode, OPF formulations and  their  cor- 
responding  solution  approachesarestrongly  influenced  by 
the need to implement  acalculated control schedule imme- 
diately. Computational speed and reliability are, of course, 
at an absolute  premium. In many cases it is difficult,  unde- 
sirable, or  impossible to move large numbers of system 
controls all at the same time. Likewise, it is frequently  inap- 
propriate to  try  to reschedule active-power controls  simul- 
taneously with reactive-power controls. Grossly approxi- 
mating or neglecting problem discreteness may be 
intolerable. Time limits  on  the  correction  of violations may 
be imposed, modeling  simplified  control-movement 

dynamics.  Since reat-time control is essentially the  tracking 
of  a  moving target, pinpoint  optimality  of  the calculation 
may not be essential, and in any case is subordinate to 
enforcement of  operating  limits. 

In study mode, where operating decisions, targets, 
and trajectories are established, there is more emphasis on 
determining global  optimality, fully  utilizing  the opera- 
tional  capabilities of  the power system. In this case, many 
of the factors emphasized for  the real-time  mode assume 
less or  no importance. In addition, however, it is never- 
theless desirable to be able to duplicate  real-time sched- 
uling calculations in  the study mode, to develop a priori 
emergency strategies, or  to make aposteriori  investigations 
of  operational  situations. 

In formulating OPF problems, it is important to adhere 
to  the normal  engineering  principles  of  power system oper- 
ation. There  are plentyof opportunities,  particularly in using 
a general-purpose OPF tool,  for  creating  badly posed prob- 
lems.  An example is to  try to minimize losses with generator 
MWs as variables. Or  to impose  limits on  MW reserves with 
only voltages and taps as controls. It is helpful  to associate 
each control,  constraint,  and  objective with  the active- 
power or reactive-power  subproblem, or both. This pro- 
videsaruleofthumbforinitiallytestingthereasonableness 
of aformulation.  Nonconforming situations, such its where 
voltage limits are to be enforced with active-power con- 
trols,  need to be  examined on  their  individual merits. 

C. The  Power System to be Optimized 

Securityconstrained  scheduling is sometimes applied to 
the relevant controls  throughout an entire  interconnected 
power system. Much more  often, it is applied to the  con- 
trols  within  only a portion of the system, comprising one 
control area or  a  group  or  control areas such as a  power 
pool. The general situation is therefore that  of an internal 
"optimized"area  surrounded by external "nonoptimized" 
control areas. 

In  trying  to  optimize  only a portion  of an interconnected 
system, there is always the fundamental problem  of  how 
much  the  scheduling is allowed to affectthe neighbors. One 
approach to  the  problem is to require that any rescheduling 
within  the  internal system shall not  altertheflowsorvoltage 
magnitudes at the boundaries with  the external system. In 
this case, the external system is simply not modeled. Pre- 
optimization tie-line  flows are treated as fixed loads, and 
the boundary-bus voltages  are constrained to be constant. 

This approach is extremely conservative, and unless the 
internal system is  large with a high degree of  freedom, it 
mayoverconstraintheoptimizationtothepointwherelittle 
or  no rescheduling is possible. It does not take advantage 
of  the mutual-assistance benefits  of  interconnection. A 
somewhat  less restrictive  approach is to model  the bound- 
ary  buses as generators with fixed  MWs.  Limited ranges are 
imposed on  the voltages and MVARs of these fictitious 
sources, and possiblyon  their  total reactivegeneration  (the 
VAR interchange). It may be difficult  to predefine  realistic 
values for these ranges. 

By far the most common  and  straightforward  approach 
is  to  provide detailed power-flow  modeling of the external 
network in a "buffer  zone" around  the  optimized part of 
the system.  This typically  coincides with  the main E M S  
model used for  operator  power-flow and contingency anal- 
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ysis, and sometimes even for state estimation.  Individual 
or summated limits can now be imposed  directly on any 
buses and branches to prevent  external operation  from 
being badly  affected  by  internal  scheduling. 

In practice, it is very convenient  for the same power-flow 
models to be  adopted  for  real-time and study modes, par- 
ticularly because study cases  are usually  derived from saved 
real-time cases. 

D. Control Variables 

The following is a  list  of the most common  power system 
controls,  categorized  according to whether  they  primarily 
affect active- or reactive-power  subproblem  operating  con- 
ditions, or  both. 

1) Active-Power Subproblem: 

generator MW outputs 
phase-shifter taps 
MW interchange  transactions 
HVDC  link MW transfers. 

2) Reactive-Power Subproblem: 

generator voltages or reactive powers 
in-phase transformer taps 
shunt reactors and capacitors. 

3) Active- and Reactive-Power  Subproblems: 

transformers with varying  complex  turns  ratios 
generating unit start-uplshut-down 
load reduction  or shedding 
line  switching. 

The interchange  transaction  referred to above is the  MW 
amount  that  the  internal system buys from  or sells to an 
individual  external  company. It needs the external network 
to be modeled  explicitly  or  with a good  equivalent, in order 
to represent the associated  changes in power  flow. 

Synchronous condensers are regarded as zero-MW gen- 
erators. Shunt devices include saturable reactors. 

Line switching is a type of control for which continuous 
methods are not at all appropriate.  Switching optimization 
is an important  future feature of scheduling  methods. 
Although it i s  not described in detail in this paper, [57, [58], 
and [W]  represent some of  the  most  recent work. Switching 
is treated nonrigorously by large-perturbation  sensitivity 
techniques  similar to those used in contingency analysis. 
A simple  illustration  of  the idea is that by switching out an 
overloaded  line, the power may  be rerouted through lines 
that have adequate capacity. 

f. Operating Constraints 

Apart from  the equalities (5b), most operating  constraints 
are upper and lower  limits  on system quantities, which are 
separated here into subproblems  according to whether they 
are affected  mostly  reactive-power 
control, or  both. Some of the most common “soft” oper- 
ating  limits are on the  following: 

I) Active-Power Subproblem: 

branch MW flows 
spinning MW reserves 
area MW interchanges 

branch-group MW transfers 
bus voltage angle separations. 

Reactive-Power Subproblem: 

bus voltages 
branch VAR flows 
spinning MVAR  reserves 
area  MVAR interchanges 
branch-group MVAR transfers. 

3) Active- and Reactive-Power  Subproblems: 

branch current and MVA  flows 
branch-group  MVA  flows. 

The  above subproblems  represent  part  of the inequality 
constraint set (5c). The remainder  of  this set comprises the 
upper and lower  limits on all control variables, which are 
usually “hard,” corresponding to  the ranges of  physical 
apparatus. 

Another  type  of  control limit imposes a  maximum  time 
on  the  control  action. This  can be translated into  limits  on 
thecontrolvariables,determinedfromtheir ratesof change. 
Still otheroperating constraint  scan be represented through 
equalities, limits, or modeling. These include generator 
MVAR sharing, tap ganging, and MW wheeling. 

F. Operational  Objectives 

Theclassical OPF formulation has a single objective. More 
often than  not,  this is  an inadequate statement of the on- 
line  operational  problem. In practice, it is usually  required 
to  optimize  more than  one  power system attribute  simul- 
taneously. Many such cases are resolved by making the sub- 
sidiary attributes  constraints on  the primary  objective. 
Where necessary, however, composite-objective OPF cal- 
culations can be undertaken. These must be formulated 
with great  care,  since they easily lead to  poorly posed engi- 
neering and mathematical  problems [91]. 

The four most common  objectives are discussed as fol- 
lows. It  will be seen that these are rarely simple. Many  other 
objectives can be defined,  and will be incorporated into 
OPF programs as the engineering needs  are identified and 
clarified. 

7) Minimum Cost of Operation: This objective  com- 
prises the sum of  the costs of the  controlled generations, 
plus  the costs of any controlled  interchange transactions. 
All system control variables are eligible to participate in 
minimizing this  objective. If  only active powers are con- 
trolled,  the  calculation is referred to as securitycon- 
strained  economic  dispatch (SCED) or  scheduling.  Where 
control variables without  direct costs, such as voltages and 
transformer taps,  are included,  they  participate  by  coor- 
dinating  transmission losses in the  overall cost minimiza- 
tion. 

Cost minimization  with  both active- and reactive-power 
controls represents the classical “full OPF” problem. It is 
sometimes confusingly  called the “cost plus losses” prob- 
lem, which  term  might more  appropriately be applied to 
SCED followed separately-by loss minimization. 

The most critical  factor  in cost minimization is the  mod- 
eling of the generator cost-versus-MW curves. This not  only 
has  an effect on overall  optimality, but is  intimately bound 
with  the  solution method used.  Costs for  thermal  units are 
derived from the heat-rate curves, which are  far from 
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smooth or convex for  turbines operated in a multiple-valve 
mode. However, convexity  and smoothness are prerequi- 
sites with many OPF methods. One approach is to approx- 
imatethecostcurveasaconvexpolynomialorexponential. 
A more  flexible  approximation is  to model each intervalve 
segment as a quadratic, but maintaining  overall  convexity. 
More flexible  still, in terms of  fitting  the “correct” curve, 
is to use  an arbitrary  number  of  linear segments,  again 
maintaining  convexity [59]. Various computer programs can 
accept cost curves in different forms, but may by con- 
strained  by  the  solution  approach to convert  them into  a 
form compatible with  the algorithm. 

It is  fairly  common to have regions of  prohibited oper- 
ation on  the cost curves.  These  are normally  accounted  for 
similarly to other  discretizations  by post-processing. How- 
ever, they can be represented  rigorously in  the optimiza- 
tion byseparatingthecurves into  a larger number  of smaller 
curves. 

The cost curve associated with an MW interchangetrans- 
action is normally  linearly segmented, corresponding to 
interchange block tariffs. Load shedding can only be incor- 
porated as a  control as long as it is given an artificial high 
cost (otherwise, the cheapest solution  would be to shed as 
much  load as possible). 

An objective whose formulation and  solution is closely 
related to  minimum cost is mimimum emission [W], [61]. 

2) Minimum Active-Power  Transmission Losses: The con- 
trols  that can  address this  objective are all the ones without 
direct costs, that is, all except MW generations  and  inter- 
changes. At the same time, it should be recognized  that 
some controls, such as phase-shifter taps and dc line flows, 
will usually not be scheduledfor loss minimization because 
they are more useful  for  active  power  control. Therefore, 
loss minimization is normally associated with voltageNAR 
scheduling. It is a fine-tuning  objective  for system opera- 
tion. I t  tends to reduce  circulating VARs, thereby promot- 
ing flatter voltage profiles. In some  systems the MW gen- 
eration saving is appreciable. 

Losses  can be  minimized  in any designated part of the 
power system, generally  either in  the  internal  “optimized” 
area, or else in the  entire  interconnected system. In  the  for- 
mer case, the  solution sometimes (but by no means  nec- 
essarily) decreases the  internal losses at the expense of 
those of the  neighbors. In  the latter case, the internal-sys- 
tern losses could conceivably increase. There is no general 
rule. 

A very similar but  potentially competitive  objective is to 
minimize series reactive-power losses.  This objective has 
several beneficial effects. I t  near-minimizes active power 
losses, keeps voltage profiles flat, and near-maximizes gen- 
erator VAR reserves. 

3) Minimum Deviation  from a Specified Point:  This fre- 
quently  quoted objective is  usually defined as the sum of 
the weighted squares of  the deviations  of  the control var- 
iables from  their given  target values.  The target values cor- 
respond to  the  initial or some other specified  operating 
point. Such  an objective may be used for  corrective res- 
cheduling. It also offers a practical way of  interfacing  a 
scheduling function  with a hierarchically  superior one. For 
instance, a  study-mode  calculation may define  a  desirable 
(e.& loss-minimizing) voltageNAR schedule, and a real- 
timecalculation may maintain  violation-freeoperation  with 
minimum deviation from  the schedule. 

This objective is really a composite or  multiple objective, 

comprising the weighted sum of dissimilar quantities. tt 
deceptively appears to  be straightforward, but inTact it must 
be used very carefully, especiallywith a mix of  control vari- 
able types.  The relative values of  the weightings  are atonce 
arbitrary  and  critical. These points may be  sufficiently  non- 
obvious, and of more general interest in  the context of com- 
posite objectives, that some illustrations are given as fol- 
tows. 

Suppose that the objective consists of  the squared devia- 
tions of generator powers (in MW) and voltages (in per-unit), 
weighted equally. Then the OPF program  finds it just as 
expensive to reschedule the power  of each controlled gen- 
erator  by 0.1 MW as to change its voltage by 0.1 per-unit. 
If  the  violation is a largely MW branch overload, the result 
is a massive  unnecessary rescheduling of voltages that will 
lead to bizarre  and  possibly  unstable reactive-power con- 
ditions in  the network. 

The above relative  weightings  were  clearly inadequate. 
Suppose that the generation weighting i s  instead  reduced 
by a factor of 1OOO. Now  the cost of  moving each generator 
by 100 MW is the same as rescheduling i ts voltage  by 0.1 
per-unit. There will be more  participation  by  the  generator 
MWs  and less by their voltages in alleviating the branch  (or 
any other)  violation.  What basis do we have for determining 
that these weightings now give satisfactory engineering 
answers? How reasonable are they  if the  violation is  a bus 
voltage instead of a branch flow? 

In fact, it seems that  there are no general analytical cri- 
teria  whereby the relative  weightings can be automatically 
assigned. So the issue  comes down  to whether the power 
system operators  eventually  become able to assign them 
on the basis of  their  experience in using the objective. 
Examples of  the  problems are: finding suitable  relative 
weightings  for  transformer  phase-shift angles and in-phase 
taps; weighting generators by MW shift,  or nameplate rat- 
ing, or  current incremental cost, or  participation factor, etc; 
weighting shunt capacitors and reactors by MVAR, or rat- 
ing, or voltage level,  etc. 

To compound  the  difficulty, it appears that the suitability 
of a set of  weightings may depend on  the types and loca- 
tions of  the  limit violations,  and the particular loading and 
configuration  of  the system. 

Issues of  the above types need to be  resolved  before 
applying  this and other composite  objectives to a specific 
power system. 

The  above examples demonstrate  that the active- and 
reactive-power subproblems  should, in any case, be solved 
separately. In each subproblem, the  control weightings can 
then be related to  a  common reference. For  instance, all 
active-power controls can be weighted  according to the MW 
shiftsthat  they  produce:  approximate  sensitivitiesof phase- 
shifter angles to their MW flows are  needed.  Likewise, all 
reactive-power controls are weighted  according to  the per- 
unitvoltageshiftsthattheyproduce,requiringvoltageNAR 
sensitivities  for  shunt devices. 

4) Minimum  Number  of Controls Rescheduled: Some 
practical  approximation to this  objective is essential in  the 
manycaseswhen it is impossibleorundesirabletoresched- 
ule a large number of controls at the same time. That is, the 
objectiveapplieswhentherearelimitedmeansfortheauto- 
matic dispatch of many controls  simultaneously from  the 
control  center,  andlor  frequent  moving of tapped appa- 
ratus is to be discouraged. 

Unlike  the previous objectives, this  objective defies rig- 
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orousformulation  or  solution. The definition  of  “minimum 
number of  controls”can be very loose. The intent is simply 
to reschedule a manageably  small number  of controls, 
where “small” depends on  the  particular E M S  and power 
system. 

Given  that  restrictions on  the  number  of  controls moved 
are real-time in nature, the objective is rarely avoidable in 
real-time voltageNAR scheduling. One  application is cor- 
rectivecontrol (remedial action)with  the aim of stayingclose 
to a given (usually the present) target point,  for instance, 
a previously  obtained loss minimization schedule. 

In such cases, a semi-rigorous minimization  of  the  num- 
ber of  controls can be achieved with  solution methods  that 
permiteachcontroltobegivenadummyIinear”V”shaped 
cost  curve, centered on  thecontrol’s targetvalue. If all  these 
curves  have the same fixed  incremental cost (i.e., the same 
absolute value of slope on either side of  the “V” ),the con- 
trols  will  be scheduled in order of their electrical sensitiv- 
ities to  the violation(s) being alleviated [73]. 

Another approach, falling  within  the grey area of com- 
posite objectives, combines the  minimum  deviation  objec- 
tive with that of loss minimization [72], [93]. After first  min- 
imizing losses on  their own, the  controls  that have moved 
least  are identified,  and are  successively penalized to 
encourage them to return to their  original values. 

A somewhat similar  composite  objective is described in 
[62], but i ts intent and effect are different. In this case, the 
loss minimization  objective is augmented with a minimum- 
deviation  term  that allows all  controls to move, but less than 
theywould  otherwisedo. Such a schemewill tend to reduce 
the computational expense of  control  limit enforcement, 
which in some algorithms is great, but it is  not  oriented 
much towards practical operating requirements. 

G. Suppres.sion of Ineffective Rescheduling 

For on-line applications, a special constraint  on any 
objective is the suppression of ineffective rescheduling. The 
requirement is to prevent the movement of those  controls 
that,if rescheduled,would havelittleeffectontheobjective 
or  limit enforcement. This constraint, which is difficult  to 
stateanalytically, is related to  but  not  identical  with  the  min- 
imum-number-ofcontrols objective. 

The constraint can be  imposed  heuristically in  different 
ways. The  easiest is  when  the  optimization method, such 
as dual linear programming, moves the most cost-sensitive 
controls, one at a time. Each move can then be tested in 
advance for effectiveness and if necessary abandoned [73]. 
An alternative approach is to first solve the complete  orig- 
inal OPF problem, and then backtrack, successively inhib- 
iting  ineffective  control moves. 

H. OPF Problem Infeasibility 

An  important aspect of an on-line OPF function is how 
it performs when  the  problem is mathematically infeasible, 
i.e., when all the  operating  limits cannot  be respected. 
Ratherthan  terminateas unsolved, the  function  should  pro- 
vide  the “best possible” solution, with  or  without  inter- 
active guidance. This should be a major  consideration in 
the overall function design and in the choice of  optimi- 
zation methods. 

The OPF algorithm needs to  be able to identify  problem 
infeasibility decisively and  rapidly.  Unfortunately,  the 
majority of OPF methods are deficient in this regard. 

Once an OPF problem has been pronounced infeasible, 

a). With  the OPF controls  andlor constraints modified. 
it can be  altered and resolved in  two alternative ways: 

The candidate modifications  include: 

switching in additional  controls  (freeing  previously 
fixed controls, connecting extra generators, etc.); 
switching  operating limits to more expanded values 
(e.g., from long-term to medium-term values, or  ulti- 
mately to sufficiently  wide  limits  that  the  constraint 
becomes ignored); 
network topology change; 
load reduction  or shedding  (normally last  resorts). 

b) With  the OPF objective  modified to  providea  solution 
in  which those operating limits causing the  infeasibility are 
minimally violated. The “minimal-violation  solution” can 
bedefinedindifferentways.Themostcommonisweighted 
least  squares violations. This  means augmenting the exist- 
ing objective, such as cost or losses, with a series of 
weighted minimum-deviation  functions.  All  the  weighting 
arbitrariness and associated difficulties  described  for  the 
minimum-deviation  objective can be  encountered. 

Approaches a) and b) are not  mutually exclusive. For 
instance, if strategy a) fails to  provide a feasible solution, 
strategy b) may be reverted to, or vice versa. Note  that  uni- 
formly expanding limits can give quite  different  solutions 
from those designed to minimize violations. 

I. Control  and Constraint Priority Systems 

Aversatile  on-line OPF function  will cater for  all  the  prob- 
lem modifications in a) and b) above, in a predefined “prior- 
ity” sequence [73]. It should  be possible to specify this 
sequence in a highly  flexible manner, to accommodate the 
utility’s varying operational  requirements. Different sets of 
priorities are likely  to be needed for  different OPF problems 
on a given power system. 

In perhaps the most basic  approach, the set of activated 
controls  and constraints (including any limit expansions) is 
explicitly defined, by  type or  individually,  for each  separate 
priority level.  The priority levels are numbered so that sys- 
tem operation successively  becomes either: 

a) more feasible, or 
b) less feasible. 

At  present, alternativea) seems to be morecomd6n.  Itstarts 
from  the premise that  the  overall  defined set of  operating 
limits is  realistic,  and  can normally be satisfied early in the 
priority sequence. One version of the scheme, ensuring that 
each  successive priority level is more feasible than  the last, 
assigns priority-level  numbers to  the carious controls and 
expanded operating limits themselves. Such a scheme  can 
be summarized by the  following steps: 

1) Attempt to solve the  original  (complete) OPF problem. 
If solved, exit. 

2) Increment the  priority level. If alt priority levels  are 
exhausted, switch to a minimum-violation OPF problem, 
solve, and exit. 

3) Include  in  the  problem  all  limits (expanded or  original) 
and controls as in Section Ill-Ha) above with  priority  num- 
bers up  to and including  the  current level. Attempt to solve 
the new OPF problem. 

4) If solved, exit. Otherwise return  to step 2). 
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The time taken  for the complete priority sequence 
depends on  the speed of each individual OPF solution,  how 
many priority levels must be passed through, and how 
quicklytheoptimization  method can detect  infeasibility. In 
particular,  the  more stressed the power system operating 
state, the  more  priority levels the  on-line OPF might have 
to  work its way through. These considerations  should be 
carefully  taken into account in  projecting  total OPF com- 
puting effort, which is much greater than  for a single OPF 
solution. 

Alternative  b) above starts by  considering the least oner- 
ous subset'of the OPF problem. In one version, only  the 
highest priority constraints are initially  included.  If  the 
problem is successfully solved, the  problem is augmented 
with additional  constraints,  and so on, until  infeasibility is 
encountered.  At  this  point, the decision must be made 
whether to accept the solution, or  continue  to add the 
remaining  constraints, with  minimization of the violations. 

J .  Introduction to Optimization Methods for On-Line OPF 

All OPF methods are  based on general optimization  prin- 
ciples and techniques [63], usually specially adapted to 
exploit  the structure of  the power system problem. The 
three  chief  components  of any static optimization process 
are 

the  minimum-seeking  approach 
the approach  for handling equality  constraints 
the approach  for handling inequality  constraints. 

There is a huge  and  ever-increasing  number of specific 
methods in each of these categories. Many  of these meth- 
ods have been tried  on OPF problems in  different com- 
binations over the last 25 years of research. Few imple- 
mentations have been very successful. As a rule, the most 
powerful  optimization methods are unacceptably  time- 
consuming on problems as large as a power system net- 
work. Conversely, the faster methods tend  to be less reli- 
able in convergence, andlor  require  restrictive problem  for- 
mulations and modelingassumptions. No practically usable 
methods guarantee to solve feasible problems  or to find 
global  optima. 

The limitations  of  optimization  technology,  then, have 
been a major impediment  to  the development of  produc- 
tionquality OPF codes, their  wider  industrial  exploitation, 
and the refinement of practical problem formulations. The 
situation has recently improved  with  the development  of 
several promising methods, although  there are still many 
deficiencies to be overcome. At  this stage, it is  uncertain 
whether  the  ideal  of a single method that possesses the nec- 
essary  speed, reliability, and flexibility  for all on-line  appli- 
cations will ever be achieved. 

K. Basic Optimization Approaches 

Thestaticoptimization  approachesto  nonlinear OPF have 
traditionally been divided  into those based on generalized 
nonlinear  programming (GNLP) and separable nonlinear 
programming (SNLP). The following attempts to  point  out 
some major  properties and differences  of  the approaches. 

1) Generalized Nonlinear Programming Methods: Most 
methods  require  that  the problem be smooth and, with 
some of the more powerful ones, it should be twice dif- 
ferentiable. Convergence is  asymptotic,  and is  acceptable 

when  the  Kuhn-Tucker necessaryconditionsforoptimality 
have been satisfied within tolerances. GNLP methods han- 
dle OPF formulations with objectives such as smooth gen- 
eration cost curves or transmission losses. Control-variable 
discreteness is  not handled  directly.  Where represented, 
it is imposed  externally with varying success, usually  after 
the  smooth problem has initially been solved. 

The minimum-seeking mechanism in most earlier OPF 
methods  using GNLP was first-order descent [56]. These 
methods, employing  first-derivative  gradient information 
in  determining the  direction  and  length  of  the  next step, 
were found  to converge  unpredictably. They had a  ten- 
dency to zigzag or stop when  the  floor of a "valley" was 
reached.  The trend  in GNLP generally and in  the OPF appli- 
cation in particular has movedfirmlytowards second-order 
methods, which use  exact or approximate  first- and sec- 
ond-derivative information about the  problem at each step 
to  find the  direction and step length. 

An important class of GNLP methods is based on suc- 
cessive quadratic  programming (QP). At each OPF step the 
objective is approximated as quadratic and the constraints 
as linear. Then the resulting QP problem is solved. This is 
repeated successively until  the nonlinear problem is con- 
verged. For well-posed  problems theindividual and  overall 
solutions are likely to converge well, and with most QP 
methods  infeasibility can be detected. 

2) Separable Nonlinear Programming Methods: In  the 
present context, a separable problem is one whose objec- 
tivefunction is  the sum of  convexcost  (input-0utput)curves 
and whose constraints are linear. Such a problem lends  itself 
to very rapid and reliable  solution by any one of  a  number 
of special  separable techniques. Successive reapproxima- 
tion and solution leads to convergence of the nonlinear OPF 
problem. 

Most of the  common OPF objectives can be handled  by 
this approach. The choice  of  specific separable optimiza- 
tion technique is influenced by  the  kinds of convex cost 
curves to be accommodated. For instance,  separable QP is 
efficient if the cost curves  are all strictly  quadratic (but  this 
is rarely the case). 

General smooth  nonlinear curves such as piecewise 
quadratics, polynomials,  and  exponentials are handled  by 
separable differential  methods. Even greater flexibility is 
afforded by special versions of the linear  programming (LP) 
approach. These accept any nonconcave piecewise cost 
cwrves, whether  linear  or  nonlinear,  and in any combina- 
tion. 

In the LP approach, smooth  nonlinear curves are approx- 
imated as piecewise-linear bythealgorithm. As the  solution 
progresses, the sizes of the linear segments  are gradually 
reduced, resulting in overall  final accuracy equal to that 
obtainable by a true  nonlinear  method.  Moreover, the LP- 
based OPF solution lies almost entirely at the segment break 
points in  the objective  function. This property can be used 
to  promote discrete  scheduling of  controls such as trans- 
former taps and shunts, and to  minimize the  number of 
controls moved. 

In principle, at least, a separable method can  also  solve 
OPF problems with nonseparableobjectives. It requiresthat 
the  objective be approximated as separable  at  each itera- 
tion. However, if  the objective is strongly nonseparable, as 
for instance in  the case of transmission loss minimization, 
such an approximation is very poor and convergence tends 
to be slow and  oscillatory. 
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L. Basic Constraint Techniques thatisconsequent1yfreed.Thefactorsorinverseofthebasis 

This section gives a  brief  outline of the basic constraint 
techniques used in most recent OPF methods. The details 
of  their  application in constrained optimization  tend  to be 
much  more  complicated [HI. Referring to the  problem def- 
inition  in Section 111-8, the equalities (5b) and inequalities 
(5c) must be  imposed on  the  optimization problem. The 
basic approaches serve for  both equality  and  inequality 
constraints: an unsatisfied  inequality  constraint becomes 
converted into an equality at the  binding  limit.  A backoff 
mechanism is needed to free the  inequalityconstraint  from 
the  limit  if later on it should no longer be binding. 

There is no restriction  that  the same constraint  technique 

matrix have to be-updated. Marginal cost information is 
usually  a  by-product of  the approach. 

M. Reduced Techniques 

At each step of  a  reduced or "compact"  method, the 
equality  constraints are linearized  about the  current values 
u" and x' of  the  control and  dependent variables,  respec- 
tively. The  changes A x  are then expressed as linear  func- 
tions  of  the  control variable changes Au, and  substituted 
into the problem  to  produce an objective 

f (u ,  x) = f(u" + Au, x" + S * Au) = F(Au) (8) 
be used for all equalities  and  inequalities. The binding con- 
straint set, comprising equalities g( u, x) and/or  enforced  where s is the nonsParse sensitivity  matrix  between x and 
inequalities h ( u ,  x), is expressed in generalized form as u. This objective is now minimized,  subject to  the  problem 

inequalities,  linearized as functions of Au. Having  updated a(u, x). 
7) Lagrange Multiplier Method: The constrained  mini- u, the corresponding  new Value Of X i S  CalCUlated by Solving 

mization  becomesthe problem  of  findingastationary  point  the equations (5b)* 
of the unconstrained Lagrangian function  In practice, it may be very difficult  to derive an explicit 

algebraic expression in  the  form (8). Most  reduced and other 
L(u, x, X) = f ( u ,  x) - X' a(u, x) (6) 

where hi is  the Lagrange multiplier  (dual variable) associ- 
ated with the i th constraint. The extra variables h increase 
the problem's  dimensionality, but  tend  to preserve its lin- 
earity  and sparsity. For  an inequality, the sign of the  mul- 
tiplier  (alsocalled the Kuhn-tucker variable) indicateswhen 
the  limit should be backed  off.  At the solution, each mul- 
tiplier representsthe  sensitivity(margina1  cost)of theobjec- 
tive  with respect to its  constraint. 

2) Penalty Function  Method: The most commonly used 
penalties are quadratic.  Then the constrained problem is 
converted to  the unconstrained minimization  of  the aug- 
mented  objective 

F(U,  x) = f (u, x) + C wi . ai(u, x)' (7) 

where the w's are penalty  weightings. The dimensionality 
is  lower  than in (6) due  to  the absence of the multipliers, 
but squaring the constraints can often increase problem 
nonlinearity and decrease sparsity. The weightings have to 
be adaptively modified to ensure that the constraint func- 
tion values tend  to zero within engineering tolerances. 
Unless it wants to back off  the  limit,  a  binding  inequality 
is always violated at the solution.  Apart from  penaltyweight 
control,  another scheme to  help  the penalty to enforce  a 
limit  within tolerance is to adaptively  shift the  limit itself. 
Marginal cost information can be extracted from quadratic 
penalties  of the above type. 

3) Simplex-Based  Methods:  These methods are charac- 
teristic  of  linear programming and related  methods such 
as quadratic  programming and reduced gradients. A 
tableau containing  the coefficients  of the linearized  equal- 
ity and inequality  constraints is maintained. The  mecha- 
nisms vary, but  the  principle is as follows. At any  stage dur- 
ing  the  solution, variables are nonbasic  (fixed on limits)  or 
basic (free to be evaluated by  solving  a "basis matrix" equa- 
tion). This matrix represents the  current active (enforced, 
or  binding) constraints in  the tableau. When  the  optimum- 
seeking process enforces  a  new  limit, the relevant ine- 
quality  constraint is converted to an equality. Now that it 
is  a member of the active set, i ts coefficients  enter the basis 
matrix in exchange for  those of a previously  enforced limit 

optimization methods, therefore, only  require successive 
approximations  (linear  or  quadratic) to F(Au). In  the case 
of the cost function, the  form of F(Au) remains very much 
simpler  if  one  "power balance" equality  constraint is 
retained. This constraint is quadratic or linear, depending 
on  the  optimization technique. 

The dimensionality of the reduced  approach is low, but 
loss of sparsity can be a severe problem, depending  on  the 
objective, system  size, and optimization method employed. 
Simple limits  on  the variables x now become nonsparse lin- 
ear functions of Au. 

N. Current OPF Approaches 

It is not possible to review  all of  the many different OPF 
methods  that have been proposed. The intention  of  this 
section is merely to highlight several of  the most promising 
current approaches. I t  deals with  the generalities  of the 
methods, rather  than with specific  existing codes, most  of 
which have proprietary aspects and will probably have been 
further  developed by the  time this paper is read. I t  should 
also be  recognized  that the precise implementation details 
of  a  method often have the greatest bearing on its  ultimate 
success. Invariably, optimization algorithms  that  exploit the 
specific structure  of the power system  OPF problem are 
manytimes faster than  their  general-purpose  counterparts. 

I )  Successive  Sparse Quadratic Programming [62], [65]: 
This OPF approach is relatively  straightforward. At each 
iteration, the OPF problem is approximated  by  a sparse 
quadratic  objective and sparse linearized  constraints 
(expressed in terms of deviations from  the  current state). 
The approximated problem is solved for  the  corrections to 
the variables by  quadratic  programming. Then the  current 
point is updated.Thisapproximation-solution-update pro- 
cess is iterated to convergence. 

At present, thereare  no customized QP methodsthat can 
efficientlyexploit  the special sparsity structureof  the power 
system problem. Therefore, general-purpose  sparsityari- 
ented QP  packages have tended to be used. When  the QP 
package is treated as a plug-in ."black box"  optimizer, the 
main  development  effort  for the central OPF solution is the 
power system problem approximation. Then the approach 
has the appeal of relative ease and simplicity. It can handle 
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classical smooth OPF formulations, including any linear- 
izable constraints. 

The efficiency of  the specific sparse QP process used is 
critical. In general, thecomputingeffort per iteration  isvery 
high, but convergence of  the basic smooth problem is nor- 
mally obtained in a few iterations. Nonanalytic constraints 
and program features  may be difficult to incorporate effi- 
ciently. They  are likely to  require  the expenditure of a few 
or even many extra iterations. Computational effort tends 
to rise rapidlywith  the  number  of controls, and the  number 
of limit enforcements [66]. 

2) Successive  Nonsparse  Quadratic  Programming [67, 
[@]:This method is  related in concept and performance to 
Carpentier’s much earlier method using Generalized 
Reduced Gradients (GRG)  [69]. The QP version is presented 
here since  QP is a much  better  known  optimization 
approach than GRG. 

A reduced or “compact” approach as per Section Ill-M 
i s  adopted. At  each iteration, the  objective is approximated 
as a nonsparsequadratic function  of Au: the changes in  the 
system control variables about the  current  point. The sys- 
tem  inequalityconstraints areexpressed by sensitivityanal- 
ysis as linear nonsparse functions  of Au. Then this reduced 
problem  (from  which  the  equality constraints have been 
eliminated) is  inserted into a general-purpose nonsparse 
QP  package. 

The  QP solution  provides an update to  the  control vari- 
ables u. A conventional power  flow solution is now per- 
formed  to  find  the  new dependent variables x. The entire 
process is  repeated iteratively, generally with convergence 
in a few iterations. 

Unlike  the sparse  version, it is quite  impractical to pre- 
sent the QP process with all  inequality constraints at the 
sametime. Instead, acritical  constraint set (inequalities with 
actual or near violations) is chosen. After solving  the QP 
problem, the  linearized  inequalities are tested (preferably 
sparsely), to identify any new violations. At this  point, it is 
very  advantageous if  the QP package has the  ability to 
update i ts optimal  solution  rapidly  when presented with 
the  additional inequalities. This  makes it possible to obtain 
a complete solution  of  the approximated  problem,  before 
re-approximating and starting a new QP  process, thereby 
saving iterations. 

Theoverall efficiencyof this kind of method dependsvery 
much on problem type and size,  as well as on  the  perfor- 
mance of  the specific nonsparse QP package. Computing 
effort rises rapidly  with  problem size.  For  instance, if  the 
number of  control variables is n, the compact transmission 
loss objective will have n2 coefficients, and for large n the 
generation of these coefficients and theQP solution  will  be 
extremely time-consuming. 

In Carpentier’s version, the approximation to  the OPF 
problem does not necessarily  have to  be in exact QP form, 
since a special GRG optimization package is used  instead. 
For instance,anonlinear power-balanceequalityconstraint 
can beaccommodated.Again,however,thenumberofcoef- 
ficients in this  equation may be n2. Versions of  the  method 
that avoid the  explicit  computation  of these coefficients are 
under  development [89]. 

The approach has similar advantages to Sparse Quadratic 
Programming, in being able to  utilize a general well-devel- 
oped  optimizing package. Overall, however, it is less  easy 
to implement by  virtueof  thesensitivityanalysis needed for 
reduction. 

3) The Newton Approach l70]-[n], [SS]: Newton-based 
OPF solves  classical smooth  twice-differentiable  problem 
formulations. It has two very unique characteristics: 

i) for  the basic OPF problem, it truly preserves power 

ii) it is not based on any well-developed general-pur- 
system network sparsity, and 

pose optimization  method  or package. 

The first feature is a major  breakthrough, since it offers 
freedom from  the “curse of dimensionality.” Computa- 
tional  effort  now rises barely more  than  linearly  with prob- 
lem size, just as in conventional power  flow. There is now 
no computational  barrier to performing OPF on very large 
power system problems. This linearity  property  deterio- 
rates slightly as more advanced constraints, such as inter- 
changes and reserves, are incorporated. 

The  second feature is  an unfortunate  but apparently 
unavoidable consequence of  the first. Newton OPF is very 
much an “approach” ratherthan  adefinitive”method.”An 
intricate special-purpose optimization scheme,  accom- 
modating  inequality constraints, needs to be  constructed 
around the core idea. There are no standard procedures for 
accomplishing this. The optimization and computation 
techniques used in different versions are likely to be quite 
different  from each other. 

Equality constraints are imposed  by the Lagrange rnul- 
tiplier  method  of (6). In  the  original version of [70], the pen- 
alty functions  of (7) are used to incorporate sparsely  some 
of  the  binding  inequalityconstraints,  particularlythe  limits 
on  problem variables u and x. The remaining binding  in- 
equalities are handled by Lagrange multipliers. 

The net result is a Lagrangian function L(u,  x, X )  that is  
a composite of (6) and (7). The optimum  point must satisfy 
the zero-gradient necessary conditions,  which are  ex- 
pressed as the  following set of nonlinear  equations 

auau = o 
auax = o 
w a X  = 0. 

These equations are  solved iteratively by Newton’s  methlod, 
successively constructing and solving the”Hessian” maltrix 
equation mi - _  r””l 

(9) 
aLla X 

where z = (u, x). Each Newton  iteration is equivalent ‘to the 
exact solution  of an equality-constrained QP problem. The 
objective  of this problem is  the  current quadratic approx- 
imation  of f(u, x) plus  the  limit penalties. It may be aug- 
mented byadditional  termsthat strengthen thepositivedef- 
initeness of  the  problem  without  altering  the  solution lpoint. 
The constraints are the power flow and any other equa- 
tions, linearized  about  the  current  point. An important 
property is the fact that penalties on  the variables u and x 
are alreadyquadratic, and incur  no approximation or  fill-in 
during  matrix factorization. In particular, there i s  little! com- 
putational cost  associated with  imposing  limitson any num- 
ber of  controls and state  variables  such as bus voltages. 

If  the  correct  binding  inequalities are known and the pen- 
alty weightings are adequate and fixed, the necessarycon- 
dition equations do  not change from  iteration to iteration, 
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and their  Newton  solution  will converge quadratically. 
However, the  binding  inequality set is not  known a priori. 
Therefore, heuristic  trial  techniques have been used in 
between  main Newton  iterations in an attempt to identify 
this  binding set. 

The main network  portion  of  the Hessian matrix in (9) has 
Y,,, sparsity in 4 X 4 block form. Large numbers of extra 
rows and columns, corresponding to controls and certain 
constraints, pre-border and post-border this  block matrix, 
or are inserted  inside it. Each main iteration  of  the  Newton 
OPF method  involvesconstructing, factorizing, and solving 
(9), at around  four times the  effort  of aconventional Newton 
power flow  iteration.  It is essential to employ sophisticated 
mixed-block sparsity methods. 

By decoupling  the Hessian matrix [70], the  work per  iter- 
ation can be  reduced byafactorof  nearlyfour, and theover- 
all  solution  effort can be  reduced. As in decoupled  power 
flow, convergence is  now obtainable only  to practical engi- 
neering accuracies,  since the  Newton quadratic conver- 
gence property is lost. There is  some indication  that OPF 
problems are more sensitive to decoupling than are ordi- 
nary power flows. 

4) Successive  Nonsparse  Separable  Programming [76], 
/73]-[87]:Approaches 1) to 3) above all  fall into  the category 
of general nonlinear programming (GNLP) methods as 
described in Section Ill-Kl. However, for problems for- 
mulated with separable objectives, specially  fast solutions 
are  available using the methods of Section IILK2. All  the 
objectives in Section Ill-F except loss minimization are 
amenable to  solution by the separable approach. 

A nonsparse separable method has a great  deal in com- 
mon  with  the nonsparse QP method 2) above. It follows  the 
same principles of successive approximation and iteration 
with power  flow. It requires the same sensitivity analysis to 
express the constraints as linear functions  of  the  control 
variables. Both primal and dual versions  have been used, 
with  the  latter appearing to be more  efficient. 

The dual approach starts  by optimizing  the  problem  with 
limits  only on  control variables. In  the case of cost min- 
imization, this  solution is the same as conventional loss- 
coordinated  economic dispatch. Then the operating limit 
violations (if any)  are introduced  into  the  problem  one at 
a time. To correct each violation,  the  optimizer reschedules 
the  controls at  least extra cost, permitting backoff of  pre- 
viously enforced limits as dictated  by  optimality. Eventu- 
ally, all  violations are removed and the overall optimal 
secure solution is reached. 

The specific optimizer of current choice appears to be 
one  centered on a special dual LP solution  with upper and 
lower  bounding,  constraint relaxation, and efficient han- 
dling of the separable piecewise-linear convex cost  curves 
[75]. At  each iteration, piecewise linearization  (with auto- 
matic  successive refinement) represents the cost curve 
shape more accurate than in most GNLP methods, which 
merely approximate them as quadratic. Indeed, in some 
implementations, piecewise linearization is  more concep- 
tual  than  explicit: the  distinction between separable LP and 
NLP becomes rather fine. 

Computationally, theapproach isveryfavorable.The size 
of  the nonsparse tableau is  m X n, where n is the  number 
of  controls and m is the varying number  of  binding oper- 
ating  limits  (not  including  limitson  controls,  which are  han- 
dled separately by the  upper and lower bounding). Since 
the  number  of operating limits m enforced in a solution is  

typicallysmall,the  method  remainsefficient, however large 
the power system. In fact, on problems such as cost min- 
imization with active-power controls, or  minimum devia- 
tion  with active or reactive controls, the  overall speed of  the 
approach tends to be  considerably faster than any GNLP 
method. 

Apart from speed, the approach has other very desirable 
properties. It handles the minimum-number-of-controls 
objective well: unlike methods that  prefer  or  require twice- 
differentiable  functions, it has no  difficulties  with  the "V" 
shaped  cost  curves referred to  in Section llLF4.  The version 
is  well-suited to  inhibition  of  ineffective rescheduling as 
described in Section Ill-G. Importantly, it detects problem 
infeasibility at any  stage in a rapid and clear-cut manner, 
as needed for  the successful implementation of a control 
and constraint  prioritysystem (Section Ill-H). Special  exten- 
sions to  the algorithm provide a very reliable "end game," 
where an infeasible problem is immediately and automat- 
ically solved with least  squares violations  of  operating  lim- 
its. 

Some  LP-based  separable programming and other meth- 
ods  designate generator reactive powers rather than  volt- 
ages  as the  control variables.  Such formulations are nor- 
mally unsuitable  for  on-line applications, because the 
reschedulingofeven  asinglegenerator reactiveoutputthen 
reschedules all  controllable system  voltages. 

Transmission loss minimization is  not handled  efficiently 
because i ts objective  function is  strongly nonseparable. 
Many versions claiming to minimize losses  have neverthe- 
less been reported, e.g.,  [78]-[81]. It is quite  unlikely  that 
these  versions will have good convergence to accurate rnin- 
imum-loss solutions. If, however, they could guarantee to 
give reliably reduced losses, they would be attractive 
because of their other highly desirable computational 
properties. 

0. Contingency-Constrained OPF Solutions 

Contingency constraints are a fundamental  element of 
economy-securitycontrol.Theyareintrinsictosecuritylev- 
els 1 and 2 in Fig. 1, one  or a combination of which r e p  
resents the  operational goal of virtually every power sys- 
tem. However, only a small proportion  of  the  work  on OPF 
has considered the special problems of  including these 
constraints. The most successful applications have been to 
the security-constrained MWdispatch OPF subproblem. In 
some power systems  today, the need to represent contin- 
gent voltage constraints is  becoming acute. 

The total  number of contingency constraints to be 
imposed on  the OPF calculation is enormous. Depending 
on  the power system  size,  each contingency case  may 
involve  hundreds or even thousands of inequalities. Since 
a typical contingency list i s  large, the  total number of indi- 
vidual contingency constraints can  reach  even millions. 
Fortunately,  very few of these constraints will be 
binding  in  the solution-otherwise contingency-con- 
strained scheduling would be  impractical  from  the outset. 
Relaxation techniques, as used in all  other OPF work (i.e., 
where nonbinding constraints become ignored), become 
particularly effective. 

Contingency-constrained OPF may be  undertaken  either 
with  or  without  first  optimizing  with respect to  the base- 
case (pre-contingency) constraints. The general approach 
is as follows: 
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a) Contingency  selection  (or  complete analysis) is per- 
formed at the  current  operating point, to identify  those N, 
contingency cases with violations or near violations. 

b) These N, selected cases, which  ought  to be a small 
proportion of the total, are incorporated into  the OPF prob- 
lem. 

c) The  OPF problem is solved subject to  both  the pre- 
contingency (basecase) constraints,  and to  the  postcon- 
tingency  constraints of  the selected cases. 

d) The rescheduling may now have created new power 
system insecurities. Therefore, the  entire process must be 
cycled through step a) until  no violations remain. 

The postcontingency constraints in step c)  may add very 
considerably to  the normal OPF solution  effort. Much 
worse, however, is  the need to cycle the  entire process. It 
is  onerous to have to repeat step a) even once. In a  real-time 
application,cycling might be dispensed with,  provided that 
thecontingencyconstrained scheduling is performed  often 
enough,intheMWcaseperhapsevenasfrequentlyasordi- 
nary economic  dispatch [76]. No such corner cutting is eas- 
ily  justifiable in  the study  mode. 

It is therefore seen that  contingency-constrained sched- 
uling represents potentially massive further  computing 
effort, an effort  that is already very large for  contingency 
analysis and pre-contingency OPF on their  own. 

P.  Contingency-Constrained OPF Formulation 

The original OPF formulation  in (5) can be expanded to 
include  contingency  constraints,  thus 

Minimize 

f (UO, XO) 

subject to 

g (u , x ) - 0, for k = 0,1, * * a ,  N, (lob) k k  k -  

and 

hk(uk, x k )  2 0, for k = 0,1, * . . , N, (10~) 

where  superscript "0" represents the  pre-contingency 
(base-case)  state being  optimized, and superscript "k" 
(k > 0) represents the postcontingency states for  the N, 
contingency cases selected in step a) of Section 1 1 1 - 0 .  Ine- 
qualities hk (k > 0) need have no  relation to ho, reflecting 
different  monitored  quantities  and/or  limit values. 

Each postcontingency state differs from  the pre-contin- 
gency  state as follows: 

a) Equality constraints go change to 8 to reflect  the out- 
aged equipment. 

b) Control variables uo respond by changing to uk. 
The difference  between  security levels 1 and 2 in Fig. 1 

lies in  item b). Security level 1 represents the  traditional 
conservative approach, where each postcontingency state 
should beviolation-freewithout any postcontingency EMS- 
directed  corrective control action. The control variable set 
for each  such  state is  given  by 

uk = uo + Auk ( I l a )  

where Auk is the response of the power system sponta- 
neous automatic  controls. One  of  the  principal examples 

is generator MW response based on inertia,  governor 
droop, or ACC participation. It is essential to have  an  ana- 
lytical expression for Auk as a  function  of (uo, x?.  For con- 
trols such as generator voltages, uk is usually  equal to uo. 

Security level 2 offers an operation cost that is potentially 
considerably  lower. This is obtained by relying on  the E M S  
to  perform  postcontingency corrective  rescheduling 6uk, 
to remove any contingent  limit violations. The EMS cor- 
rective  control  action becomes  an integral  part  of  the  power- 
system model 

uk = uo + Auk + 6uk. (11 b) 

Theobjective ofthecorrective rescheduling can beentirely 
different from that in (loa). 

Q. Contingency-Constrained OPF (Security Level 1) 

The post-contingency control variables uk (k > 0) are  as. 
in (I la). This section  outlines  the  two basic approaches to 
the contingency-constrained  solution in step c) of Section 
1 1 1 - 0  above. There are  many possible variants. 

I) The Nondecomposed  Approach [82],  [83]: In this 
approach, the  problem  of  minimizing objective  (loa) sub- 
ject to  the relevant equalities  and  inequalities in  (lob) and 
(I&) is handled as one  single very large multivariable, multi- 
constraint optimization solution. Either sparse or reduced 
(compact) formulations can be used. 

The organization  of the  solution was relatively easy when 
using a first-order  gradient (obsolete) OPF method, because 
each contingency case could be handled separately [82], 
virtually in  the manner of a decomposed approach. Oth- 
erwise, the  optimizing process has to solve the combined 
base and  contingency cases as one  structurally unique 
problem, whose size is (N, + 1) times as large as the  original 
base-case problem,  and whose computing  effort  could eas- 
ily be much  more still. Relatively little work has yet been 
done on  this approach. A reduced formulation has a pre- 
dictable nonsparse structure. The dual separable versions 
seems to be relatively  efficient. In a sparse approach, effi- 
cient  exploitation of structure is critical  and  difficult. 

2) The Decomposed  Approach [69], p31, p61, [W]: This is  
the  traditional  approach  that has been used in almost all 
contingencyconstrained scheduling since the 1960s. OPF 
is  performed  only  for  the base  case (the Master Problem). 
This problem is  augmented by a small number  of  individual 
postcontingency inequality constraints, expressed in terms 
of  the basecase variables via large-perturbation  linearized 
sensitivity analysis.  The  OPF solution is iterated with con- 
tingency  constraint  linearization until exact convergence 
is reached. 

The basecase problem is usually optimized  first  on i ts  
own. The main  idea is outlined by the  following steps. 

a) Contingency analysis is performed  for each selected 
contingency case, and its current  postcontingency state 
(uk, x k )  is obtained. 

b) Each selected postcontingency constraint is now 
linearized  about the relevant  state(uk,xk),  and  transformed 
into a function of the basecase variables (uo, xo). This is 
accomplished  using  large-perturbation  sensitivityanalysis, 
normallyemployingtheInverseMatrixModification Lemma 
(IMML), or equivalently,  compensation [32]. The constraint 
can be expressed  sparsely in terms  of  the basecase state 
variables, or nonsparsely in terms  of  the base-case control 
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variables, depending  on whether or  not  the OPF method 
uses the reduced  approach. 

c) The  base-case OPF problem is now resolved, aug- 
mented by the transformed  contingency  constraints. The 
entire process is converged  by  cycling through step a). 

Steps  a) to c)  are embedded  within steps a) to d) of Section 
1 1 1 - 0 .  Some of the transformations in step b) are relatively 
easy, paricularly when  invoking suitable  approximations. 
A good example is the  well-known  distribution factor 
method, which is a direct  result  of applying  the IMML to 
large-perturbation branchautage sensitivity analysis on  the 
decoupled  active-power  model  of (2). 

Many  specific  details  of  methods  and  implementations 
affect the comparison  between the nondecomposed and 
decomposed approaches 1) and 2), respectively. As a  trend, 
however, approach 2) becomes much  more economical 
than  approach 1) under any of  the  following circumstances: 

lfthe  numberof contingencycasesN,,with potentially 
binding limits, is  not very small. This is obviously  depen- 
dent upon  the  individual  power system characteristics, and 
varies according to  topology and  loading. 

If  the contingency-constraint  linearizations used in 
approach 2) are good (i.e., little  or  no need  for  iteration with 
contingency analysis in order to converge the constraint 
enforcement). 

If  the  optimizing process's effort in approach 1) 
increases nonlinearly  with overall problem size, since 
approach 2) limits  the  optimization  to  the augmented base- 
case problem. 

Some economy  might  be  obtained by using  more  exten- 
sive network  reduction  in thecontingencycases  than in  the 
base  case. 

R. Contingency-Constrained OPF (Security Level 2) 

The post-contingency control variables uk are now free 
to be  scheduled to correct contingent violations, as in (11 b). 
The amount 6uk by which they can be  scheduled is gov- 
erned by the  time allowed  for  correction, in  conjunction 
with  their rates of changes [73]. Therefore, from  (llb), this 
translates into  the restrictions 

bmin 5 uk - uo - Auk 5 b"". (1 2) 

The entire approach is  substantially generalized. The time 
allowed  for  correction  dictates the degree of  level 2 secu- 
rity. With b"'" = b"'" = 0, security becomes that of level 
1. 

As before, the nondecomposed and decomposed 
approaches are available. The former accommodates this 
formulation  without  too  much change in  problem structure 
or  computing effort. The objective function (loa) is now 
augmented by the contingency-case corrective-resched- 
uling objectives as functions of (uk, x k ) .  Inequalities (12) are 
included. 

In the case of the decomposed approach, there is a  much 
greater computational  penalty in  going  from level 1 to level 
2security.Atthetimeofwriting,themostpromisingmethod 
uses Benders decomposition [MI. The  base  case (Master 
Problem) is first  optimized, after which contingency anal- 
ysis is  run  to identify cases with violations.  Corrective 
rescheduling is then  performed separately for each  such 
contingency case. If  the case is  feasible, nothing  further 
needs to be done.  Otherwise, the case is modified  to gen- 

erate linear  inequality  constraints known as Benders  cuts, 
which  provide  information about the nature and amount 
of the infeasibility. Now  the basecase OPF is resolved,  aug- 
mented by these extra  linear  constraints. 

The Master Problem optimization takes  care of the  lin- 
earized contingent constraints  imposed on it. However, 
both linearization  error  and the possible introduction  of 
new contingency  violations necessitates iteration  between 
Master Problem  optimization,  contingency case optimi- 
zation, and contingency analysis.  The overall computing 
effort can be considerable. 

S. Comments on OPF Problem Formulations 

A mistake in analytically formulating OPF problems is to 
regard them as simple extensions to conventional  power 
flow.  Once the power flow  problem has optimizing degrees 
of freedom, superficially  normal  problems can turn  out  to 
be badly posed.  The optimization  problem has its own  prin- 
ciples  of  solvability analogous to  the observability  rules  of 
state estimation. For  OPF, these rules are not yet well  for- 
malized, and vary from  firm  to tentative. Such considera- 
tions have hardly if ever been mentioned in the vast lit- 
erature on OPF. 

This section  illustrates the issue by  describing  a  number 
of  problematic cases. Unless otherwise stated, they  apply 
to  thetwo most common  objectivesof cost and active-power 
loss minimization. It is interesting to  note that the majority 
of items are  associated with voltageNAR  scheduling. 

Some  cases involve lack of uniqueness, which can  man- 
ifest  itself in  problem singularity or  ill-conditioning. This is 
due to  the absence of some important  information about 
the desired  operation  of  the  power system. In appropriate 
cases, combining parallel apparatus models can sometimes 
by-pass the problem. In general, unless the particular  opti- 
mization mechanism happens to  provide acceptable res- 
olution  of  thearbitrariness,  the formulation of all such cases 
should  either be improved or avoided  completely. 

a) A radial  transformer with  optimized taps on the  radial 
bus  side (either  load or generator) i s  an extremely  common 
configuration. However, there is an infinite  number of  opti- 
mal solutions  for the tap  and  radial bus voltage. 

b) The  above problem persists when  the  transformer is 
modeled with  no resistance and the tap is on the  other side 
of  the  transformer. Including transformer resistance makes 
it solvable but  like  in case  a), information is missing  about 
what  constitutes  a  good  engineering  solution. Is it pre- 
ferred  that the tap be rescheduled, or that the radial bus 
voltage change? In what  proportions, if any? 

c) Generators and their step-up transformers are usually 
connected in parallel to a  common bus. In  the absence of 
transformer resistances, there is an infinite  number of  opti- 
mal solutions  for the generator terminal voltages. There is 
no such difficulty  if resistances  are present, but  on  their 
own, these do  not lead to a good  engineering  solution. Extra 
constraints need to be explicitly added to share the VARs 
between  the generators. 

d) If a radial generator is connected to another generator 
through  a  purely reactive branch,  there is no unique  opti- 
mal solution  for  itsvoltage.Thesituation and i ts remedyare 
similar to that in c). 

e) Apart from adding resistance, another  fix to make 
problems solvable is to add  a small term  to  the objective 
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that mildly discourages the relevant  (or  all) variables from 
moving away from  their  initial  or  current points. Again, this 
term can introduceweightingdependent arbitrarlness, not 
achieving any very specific sensible engineering  solution, 
and often  preventing  a true  optimum  from being reached. 

f )  When  controlled shunts are  separately represented in 
parallel, they have no  unique  solution unless their VAR 
sharing is defined and represented. 

g)  As previously mentioned  in Section lll-F3c) in con- 
nection with  minimum deviation,  mixed  objectives can be 
dangerously unpredictable. Much of  this stems from  the 
arbitrariness of assigning relative  weights to dissimilar 
quantities. 

h)  Load modeling has a  major  effect on  the  optimal solu- 
tion, and carries the danger of  obtaining  totally unwanted 
engineering results. For  instance, consider  the classical "full 
OPF" objective  of  generating cost minimization via active 
and reactive power  scheduling. I f  the MW load is modeled 
as predominantly decreasing with voltage, the bus voltages 
will  tend  to become as low as possible in order to reduce 
the total  power  delivered to the consumer. 

i) Network  equivalents do  not  exhibit correct  transmis- 
sion loss characteristics. Therefore, the use of reduced 
models  electrically close to  the  optimized  portion of the 
system is not compatible with voltageNAR scheduling  for 
cost or loss minimization [93]. 

j) There is an inherent lack of  coordination between 
optimized  controls and  electrically close "local"  conven- 
tional  power-flow  controls. This  can lead to slower  con- 
vergence or  hunting. As  an example, an  LTC transformer 
operates to maintain a constant  target voltage, while a 
nearby generator voltage  tries to raise this  and other  volt- 
ages to  minimize losses. Where severe conflicts can  arise, 
it is better to redesignate  a  "local" control as optimized, 
with a narrow range on  the target value. 

k)  Incompatibility  between  objective,  controls,  and  con- 
straints has to be avoided in  formulating well-posed OPF 
problems. Some examples were  given in Section Ill-B. 
Branch-flow limit enforcement with  only voltageNAR  con- 
trols  isveryoften unfeasible. Imposing  lirnitsonelectrically 
remote  internal  and  particularly  external  quantities causes 
difficulties. 

T. Comments on On-Line  Implementation 

There are many problems associated with on-line OPF 
implementation that cannot be covered in this paper. This 
section mentions several of  them. One obvious  major area 
is interactivity with  the operator,  for which  artificial  intel- 
ligence [85] offers  considerable future scope. 

Great attention needs to be  given to  the  entire  field of 
closed-loop, operator-free OPF application.  Both active and 
reactive power  controls pose many problems. One issue is 
whether todispatch calculated  control-variable base points, 
or raise/lower signals. Another is how  to schedule  locally 
controlled apparatus such as  LTC transformers  and capac- 
itors (e.g., should the  controlled  or  controlling  quantity be 
optimized and set?). 

Another very important and difficult  topic is the sequence 
in  which  control changes should be implemented, in order 
not  to cause or exacerbate violations. That is, the power 
system  needs to be steered from  a bad operating point  to 
a calculated  good  one without making  things even worse 

in between.Thefactors  involved include  the response rates 
of the  different controls. The problem seems to be much 
more difficult  for reactive devices. Like many other  prob- 
lems, this  requires further research and  analytical inn@ 
vations, as well as field experience. 

Among  the  most  pressing  implementation  questions is 
the interfacing  and  integration of real-time OPF with  the 
other EMS application  functions. A particular  difficulty is 
that state estimation,  contingency analysis, OPF, economic 
dispatch (ED), and automatic  generation  control (AGC)  are 
not all executed with  the same frequency. Therefore, even 
apart from  the  inherent  time skews due to communication 
and  calculation delays, the  more  frequent functions have 
to  work  with outdated information  from  the less frequent 
ones. 

The most immediate problem is to impose the security- 
constrained  generation schedules from OPF onto  the ED 
function and  thence onto AGC. The industry is examining 
a range of  different  possibilities. Programs must possess 
certain degrees of compatibility  before  they can be inter- 
faced with each other. For instance, to have meaningful 
communication  between OPF and ED, it seems  necessary 
for  the cost curve, limit, loss, and other models in  the latter 
to be a subset of  those in  the former. 

A  promising approach is to install a securityconstrained 
economic  dispatch (SCED), whose  core  calculation is the 
conventional ED, or gives identical answers.  That is, the 
conventional ED solution stands if no  binding security lim- 
i ts  are encountered. The SCED function  fulfills  the com- 
bined roles of OPF and ED in  the active-power subproblem. 
It could alternatively accept security  constraints from  a sep 
arate OPF calculation. In  conjunction, operating  limits can 
be slightly  adjusted  according to whether  the  load is 
increasing or decreasing. 

Another  approach is to substitute  a so-called parametric 
OPF for the ED function. This is a  form  of tracking OPF, that 
simply updates the previous OPF solution  rapidly, respect- 
ing  the same  set of previously binding security  constraints, 
but reflecting the change in system load. Reduced LP [87] 
and QP [22]versions have been  described.  Once again, con- 
siderable research and  development is needed. 

Other less sophisticated designs seek to retain the tra- 
ditional ED function and  merely  alter i ts generation  limits 
to reflect  the current security  constraints  identified  by the 
OPF. The general idea is to compare the  securitycon- 
strained  schedule with  the corresponding  conventional ED 
schedule. This establishes the constrained MW  output  of 
each generator either as an upper or lower  limit. The"secu- 
rity  limit" idea for  controls, as well as for  constraints, seems 
to have potential  pitfalls,  and  must  be  scrutinized  verycare- 

Communication  of  securityconstraints  toAGCfaces sim- 
ilar  problems. If fresh securityconstrained base points are 
calculated and supplied to ACC often enough, little  or  no 
special provisions may need to be made.  The power system 
will simply not be given  enough time  to stray much  into  the 
infeasible  region.  Otherwise, some of the same  ideas as 
above  have been  proposed:  equivalent  generating unit  lim- 
its, and parametric  security-constrained  solutions.  Another 
scheme is constrained AGC participation factors. The idea 
here is that  participation  factors can be  calculated from  a 
particular secure solution  point, such that  generation 
changes in response to natural  load-level changes will  not 

fully. 
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violate  already-binding  operating  limits.  Like  equivalent 
limits, such a scheme seems to  merit close examination. 

The control hierarchy problem  in security-constrained 
scheduling is extensive. No general  practically usable 
methodology appears to exist. The  OPF-ED-AGC  issues 
represent  a  part of  the time-related aspect.  The other main 
aspect is geographical. The communication and coordi- 
nation  of  optimal secure solutions  between  higher control 
and  lower levels (e.g., power  pool,  company  main control 
center, company subarea control,  substation, distribution 
level,  etc.), and  between  equal levels (power pools, com- 
pany EMSs), poses formidable challenges. 

The problems  referred to  in Sections IILF4d) and Ill-C 
about  restricting  the  number  of  controls  scheduled  require 
further research, particularly  for  voltageNAR  control. Pro- 
nounced discreteness, as in switched capacitors, reactors, 
and series lines, is still difficult  to handle. 

U. Comments on Optirnality of Security Control 

Rigorous optimality  of  power system control, as mea- 
sured bythe mathematical  solution of theclassical  security- 
constrained  smooth OPF formulation, appears to be a  rather 
fictitious  and  illusory goal. As we have tried  to show,  such 
a  formulation is highly  simplistic,  and neglects many prac- 
tical  engineering  requirements. These requirements can at 
best only be catered to  in a  near-optimal  manner. This sec- 
tion discusses  some additional  related issues. 

Electric power systems and  their apparatus have  always 
been designed and operated on the  principle  that  theactive- 
and reactive-power subproblems are weakly coupled to 
each other. This is reflected in  the vast majority  of con- 
ventional  controls,  such as economic  dispatch, AGC, gen- 
erator voltagesNARs, LTC transformers, and so on. It is also 
reflected in  the widespread current  trend towards devel- 
oping and implementing  on-line OPF for  the active- and 
reactive-power subproblems separately from each other. 
Studies  have been made, for example, showing  that  there 
is  little extra cost benefit to be  gained by performing  volt- 
ageNAR scheduling  for loss minimization  more  frequently 
than every hour [92]. 

Advantage is often taken of the simpler  and  more eco- 
nomical  models and algorithms  afforded by active-reactive 
decoupling. Crosscoupling features, such as active-power 
scheduling  for voltage constraints, are incorporated  only 
when  strictly necessary, as dictated  by the given  power sys- 
tem's characteristics. 

At the same time, classical OPF theoretically  promises the 
possibility  for on-line  control (scheduling,  dispatch) in an 
overall optimal manner. That is, the global  objective,  nor- 
mally cost, is minimized by simultaneously  scheduling  all 
system active and  reactive  power  controls,  subject to all 
constraints. We will refer to this as "full OPF." 

The intuitive appeal of the  full OPF solution is that it r e p  
resents the best possible secure utilization  of  the  power 
system network resources to supply the load. It also, of 
course, inherently caters for  those network bottlenecks 
where the  traditional  separation  into active and  reactive 
subproblems is inadequate. A question to be answered by 
the  industry is whether  on-line full OPF is  at all  practically 
possible, and i f  so, whether i ts  advantages offset the addi- 
tional  problems in  applying it. 

With  current technology, it is already very difficult  to 

resolve all the problems  of providing even  separate  sched- 
uling of active and  reactive  power ih a reasonably reliable, 
comprehensive, rapid, and nearaptimal manner.Thesedif- 
ficulties include formulations,  algorithms, computing 
effort,  interactivity,  real-time  interfacing,  need to schedule 
few voltageNAR controls at a time, and coordination  with 
the well-established  active  and  reactive  subproblem  power 
system automatic  controls (AGC,  LTC transformers, etc.). 
Computing  effort becomes a  particularly severe problem 
when  contingency  constraints are included,  and  when not 
one but several or many OPF solutions  need to be per- 
formed  iteratively in order to incorporate  control and con- 
straint  priorities,  discretization,  control-movement  limita- 
tion,  startuplshutdown,  switching, etc. All of thedifficulties 
will  tend  to increase if  full OPF is applied. 

In discussingdegreesof  optimality, it is importantto note 
that  there are  many other  factors with great influence  on 
the end result, and which deserve commensurate  atten- 
tion.  Optimal operation is not  only  a moving target, never 
to be  achieved, but the  models used  are subject to large 
unquantifiable  errors. The generator cost curves are very 
inaccurate.The network parameters and models, including 
discreteness, are approximated. The metered, estimated, 
and forecasted quantities  that form  the basis for the  opti- 
mization are uncertain. Aspects such as time skewsand sys- 
tem dynamics are partially  or  completely  ignored. Not all 
operational  constraints are represented. Soft limit values 
in general have a hugedegreeof arbitrariness. For instance, 
small reassessments of MW-related limits may affect oper- 
ating cost more than the  entire exercise of  on-line loss min- 
imization. 

One  potential  compromise  between  full and subproblem 
OPFs is to perform  full OPF at extended  intervals of time, 
to establish scheduling  trajectories  for  economic secure 
operation. Then in the intervening periods, the task of  cop- 
ing  with all  operating  limits  rapidly  and  reliably is assigned 
to separate constrained active and  reactive  scheduling cal- 
culations.  Provision has to be made, however, for cross- 
coupling,  mainly  where  voltage  limits  impose  constraints 
on  MW scheduling. 

V. Concluding Remarks on Security-Constrained 
Scheduling 

Optimal power  flow, in all i ts  forms, has enormous scope 
and potential  for  on-line  application. Extensions and 
improvements in  the technology are expected throughout 
the foreseeable future. Parallel developments are occur- 
ring  in  the operation and planning fields.  There are  many 
similarities, but  the  different applications create very dif- 
ferent emphases in  the model, algorithm, and other capa- 
bilities  required  for  the respective production tools. 

At present, on-line OPF is by far the most  complex EMS 
application-function area, and there is a  tremendous 
amount  of work  to be done to translate  existing concepts 
into  fully  routine  field application. 

The active-power  subproblem, which of  course has by far 
the most influence  on  economy of operation, is much 
the more  tractable.  Considerably greater challenges are 
encountered in  the reactive-power subproblem, whose 
main goal is to ensure good voltage control, often  with 
transmission loss reduction as a worthwhile by-product. In 
certain systems, voltageNAR  constraints are especially 
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important because they  restrict the economic  transmission 
of active power. 

Excessive amount  of  calculation is one of  the  big obsta- 
cles to  on-line OPF.  The situation is particularly acute in a 
sophisticated  implementation  involving  contingency  con- 
straints  and OPF solutions  that  need to be iterated many 
times in order to incorporate discreteness and decision- 
making such as control  and  constraint  priorities,  control 
movement sequencing, startuplshutdown,  and  switching. 

In  the real-time mode, an important related  question is 
hpw  often and how accurately to  run  securityconstrained 
scheduling.  Finite computing resources impose  a  direct 
tradeoff  between accuracy and speed, and therefore fre- 
quency  of  execution. This tradeoff becomes most  apparent 
when considering  closed-loop  implementations.  Given the 
moving-target  nature of  the power system operating state, 
and i ts capacity for  rapid change, it seems  far better  where 
possible to  opt for fast and  frequent  scheduling,  using 
models and  solutions  that are incrementally  correct but  not 
necessarily iterated to very high accuracies. 
. ’  This  leads to the subject  of OPF methods. The most  “pow- 
erful”  methods  that solve smooth classical formulations 
with quadratic  convergence appear to be at a disadvantage, 
particularly  for  real-time  application. Each iteration is very 
time-consuming, prbviding  the un-needed accuracy over- 
kill characteristic  of these methods.  Many such iterations 
are needed to represent the nonsmooth  real-life features 
of the problem. 

The attraction  of  satisfying  all OPF requirements in an 
E M S  using a single basic solution  approach  and module is 
well  recognized. Yet such a method is  still  beyond the tech- 
nology‘s grasp.  The main  computational goals of speed, 
reliability, and flexibility seem to have large areas of mutual 
incompatibility. Perhaps the most important  attribute  of an 
on-line OPF implementation is that it should  reliably respect 
allthe necessary operating constraints. It is easy to foresee 
situations  where an  OPF calculation incorporating many 
but  not all  operating  limits, however accurately modeled 
and  optimized, is worse  than usejess. 

Finally, another  major issue is how effectively  security- 
constrained OPFcan beapplied  toa  limited part of  the  inter- 
connected  power system, such as an individual  utility  or  a 
subarea of the  utility. This reiterates  questions  concerning 
the need and the technology available for  complicated 
security  control  hierarchies,  that might encompass power- 
pool and even higher levels. 

IV. OVERALL CONCLUSIONS 

This paper has tried  tooutline many of the  current trends 
and ideas in on-line  security analysis and optimal power 
flow.  Thesecombined areas arevitally  important  for secure 
economic  power system operation. The on-line  applica- 
tions have equally wide reaching  implications  for system 
planning, including cost saving through postponement  of 
expansion and other means. 

Contingency analysis, already a standard feature of  the 
modern EMS, is a  relatively  well-understood  component of 
the economy-security  problem. However, it consumes 
excessivecomputation.Inanattempttoovercomethecom- 
putingeffort barrier, some techniques have been  using 
modeling and solutions whose reliabiliy is suspect, partic- 
ularly in respect to voltages.  The development  of  new faster 

approaches should take these reliabilityconsiderations into 
account. 

On-line  optimal power flow can take many forms, and it 
is expected that the  technologywill  continue  to branch out 
in different  directions. OPF functions are being specified 
and  installed in most new EMSs, rarely  if ever with concrete 
prior knowledge  about how valuable they will be. Never- 
theless, it seems inevitable  that OPF will eventually  become 
accepted and used just as much as conventional  power flow 
is today, but  not necessarily always in  the presently envis- 
aged ways. 

Contingencyconstrained OPF is a  cornerstone of  the 
power system static  security concept, but here the com- 
putational  effort is even more exorbitant.  Barring  unfore- 
seeable major  breakthroughs, it appears that  nonlinear 
contingencyanalysis and contingencyconstrained OPF for 
large power systemscan only be run at satisfactory intervals 
with  much faster processing  power  than is typical  of 
present EMSs. 

In terms  of  what is already conceptually possible, there 
is still great potential  for  further  improvement in power sys- 
tem  security  control. Better problem formulations, theory, 
computer  solution methods, and implementation tech- 
niques are needed. The  scope for  innovation is enormous. 
Feedback from  the  utility companies‘  experience with the 
relevant EMS tools will  bring many valuable extra insights 
and  refinements to the subject. 
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