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What is Network Security?

7.1 What is Network Security?
T ks

Let usintroduce Alice %c‘;‘. andBob &  two people who want to communicate "securely.” Thisbeing a

networking text, we should remark that Alice and Bob may be two routers that want to securely exchange routing
tables, two hosts that want to establish a secure transport connection, or two email applications that want to exchange
secure e-mail - al case studies that we will consider later in this chapter. Alice and Bob are well-known fixturesin the
security community, perhaps because their names are more fun than a generic entity named "A" that wants to securely
communicate with a generic entity named "B." Illicit love affairs, wartime communication, and business transactions
are the commonly cited human needs for secure communications; preferring the first to the latter two, we're happy to
use Alice and Bob as our sender and receiver, and imagine them in thisfirst scenario.

7.1.1 Secure Communication

We said that Alice and Bob want to communicate "securely,” but what precisely doesthis mean? Certainly, Alice
wants only Bob to be able to understand a message that she has sent, even though they are communicating over an
"insecure" medium where an intruder (Trudy, the intruder) may intercept, read, and perform computations on whatever
is transmitted from Alice to Bob. Bob also wants to be sure that the message that he receives from Alice was indeed
sent by Alice, and Alice wants to make sure that the person with whom she is communicating is indeed Bob. Alice and
Bob also want to make sure that the contents of Alice's message have not been altered in transit. Given these
considerations, we can identify the following desirable properties of secure communication:

. Secrecy. Only the sender and intended receiver should be able to understand the contents of the transmitted
message. Because eavesdroppers may intercept the message, this necessarily requires that the message be
somehow encrypted (disguise data) so that an intercepted message can not be decrypted (understood) by an
interceptor. This aspect of secrecy is probably the most commonly perceived meaning of the term "secure
communication.” Note, however, that thisis not only arestricted definition of secure communication (we list
additional aspects of secure communication below), but arather restricted definition of secrecy aswell. For
example, Alice might also want the mere fact that she is communicating with Bob (or the timing or frequency
of her communications) to be asecret! We will study cryptographic techniques for encrypting and decrypting
datain section 7.2.

. Authentication. Both the sender and receiver need to confirm the identity of other party involved in the
communication - to confirm that the other party isindeed who or what they claim to be. Face-to-face human
communication solves this problem easily by visual recognition. When communicating entities exchange
messages over a medium where they can not "see" the other party, authentication is not so smple. Why, for
instance, should you believe that areceived email containing atext string saying that the email came from a
friend of yoursindeed came from that friend? If someone calls on the phone claiming to be your bank and
asking for your account number, secret PIN, and account balances for verification purposes, would you give that
information out over the phone? Hopefully not. We will examine authentication techniquesin section 7.3,
including severa that, perhaps surprisingly, also rely on the cryptographic techniques we study in section 7.2

. Message Integrity. Even if the sender and receiver are able to authenticate each other, they also want to insure
that the content of their communication is not altered, either malicously or by accident, in transmission.
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Extensions to the checksumming techniques that we encountered in reliable transport and data link protocols
will also be studied in section 7.3; these techniques also rely on cryptographic concepts in section 7.2

Having established what we mean by secure communication, let us next consider exactly what is meant by an "insecure
channel." What information does an intruder have access to, and what actions can be taken on the transmitted data?
Figure 7.1-1 illustrates the scenario.

data data

control, data msgs
secure | < —>
sender channel

secure
recelver

b

£

Figure 7.1-1: Sender, receiver and intruder (Alice, Bob, and Trudy)

Alice, the sender, wants to send data to Bob, the receiver. In order to securely exchange data, while meeting the
requirements of secrecy, authentication, and message integrity, Alice and Bob will exchange both control message and
data messages (in much the same way that TCP senders and receivers exchange both control segments and data
segments). All, or some of these message will typically be encrypted. A passive intruder can listen to and record the
control and data messages on the channel; an active intruder can remove messages from the channel and/or itself add
messages into the channel.

7.1.2 Network Security Considerations in the Internet

Before delving into the technical aspects of network security in the following sections, let's conclude our introduction
by relating our fictitious characters- Alice, Bob, and Trudy - to "real world" scenarios in today's Internet.

Let's begin with Trudy, the network intruder. Can a"real world" network intruder really listen to and record network
messages? Isit easy to do so? Can an intruder actively inject or remove messages from the network? The answer to all
of these questionsis an emphatic "YES." A packet sniffer isaprogram running in a network attached device that
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passively receives al data-link-layer frames passing by the device's network interface. In abroadcast environment such
as an Ethernet LAN, this means that the packet sniffer receives all frames being transmitted from or to al hosts on the
local area network. Any host with an Ethernet card can easily serve as a packet sniffer, as the Ethernet interface card
needs only be set to "promiscuous mode" to receive all passing Ethernet frames. These frames can then be passed on to
application programs that extract application-level data. For example, in the telnet scenario shown in Figure 7.1-2, the
login password prompt sent from A to B, as well as the password entered at B are "sniffed" at host C. Packet sniffing
is a double-edged sword - it can be invaluable to a network administrator for network monitoring and management (see
Chapter 8) but also used by the unethical hacker. Packet-sniffing software isfreely available at various WWW sites,
and as commercial products. Professors teaching a networking course have been known to assign lab exercises that
involve writing a packet-sniffing and application-level-data-reconstruction program.

|src:Aidest:B|:|“password:” |
Isrc:Bidest:A|:|“mypasswd”|

“sniffing”

Bl A C

[src:Aldest:B] [‘password:"]

src:B[dest:A]_['mypasswd”

Figure 7.1-2: packet sniffing

Any Internet-connected device (e.g., a host) necessarily sends | P datagrams into the network. Recall from Chapter 4
that these datagrams carry the sender's I P address, as well as application-layer data. A user with complete control over
that device's software (in particular its operating system) can easily modify the device's protocols to place an arbitrary
IP address into a datagram's source address field. Thisis known as | P spoofing. A user can thus craft an | P packet
containing any payload (application-level) datait desires and make it appear asif that data was sent from an arbitrary IP
host. Packet sniffing and I P spoofing are just two of the more common forms of security "attacks" on the Internet.
These and other network attacks are discussed in the collection of essays [Denning 1997]. A summary of reported

attacks is maintained at the CERT Coordination Center [CERT 1999].

Having established that there are indeed real bogeymen (a.k.a. "Trudy") loose in the Internet, what are the Internet
equivaents of Alice and Bab, our two friends who need to communicate securely? Certainly, "Bob" and "Alice" might
be human user at two end systems, e.g., area Alice and areal Bob who really do want to exchange secure email.

(e.g., auser wanting to enter a credit card in aWWW form for an electronic purchase). They might also be participants
in an electronic commerce transaction, e.g., areal Alice might want to securely transfer her credit card number to a
WWW server to purchase an item on-line. Similarly, areal Alice might want to interact with her back on-line. As
noted in [REC 1636], however, the parties needing secure communication might also themselves be part of the network
infrastructure. Recall that the domain name system (DNS, see section 2.5), or routing daemons that exchange routing
tables (see section 4.5) require secure communication between two parties. The sameis true for network management
applications, atopic we examine in the following chapter. An intruder that could actively interfere with, control, or
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corrupt DNS lookups and updates, routing computations, or network management functions could wreak havoc in the
Internet.

Having now established the framework, afew of the most important definitions, and the need for network security, let
us next delve into cryptography, atopic of central importance to many aspects of network security..
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Cryptogrpahy

7.2 Principles of Cryptography

Although cryptography has along history dating back to Julius Caesar (we will look at the so-called Caesar
cipher shortly), modern cryptographic techniques, including many of those used in today's Internet, are based
on advances made in past twenty years. The books [Kahn 1967, Singh 1999] provide afascinating ook at this
long history. A detailed (but entertaining and readable) technical discussion of cryptography, particularly from
anetwork standpoint, is [Kaufman 1995]. [Diffie 1998] provides a compelling and up-to-date examination of
the political and social (e.g., privacy) issues that are now inextricably intertwined with cryptography. A
complete discussion of cryptography itself requires a complete book [Kaufman 1995, Schneier 1996] and so
below we only touch on the essential aspects of cryptography, particularly as they are practiced in today's
Internet. Two excellent on-line sites are [Kessler 99] and the RSA Labs FAQ page [RSA 1999¢].

Cryptographic techniques allow a sender to disguise data so that an intruder can gain no information from the
intercepted data. The receiver, of course must be able to recover the origina data from the disguised data.
Figure 7.2-1 illustrates some of the important terminology:

plaintext key key laintext
A ciphertext 3

@?5\’ encryption decryption a:fai
fg' algorithm channel |algorithm 5

sender 4 receiver

INntruder

Figure 7.2-1: Cryptographic components

Suppose now that Alice wants to send a message to Bob. Alice's message initsorigina form (e.g., "Bob, | love
you. Alice") isknown as plaintext, or cleartext. Alice encrypts her plaintext message using an encryption
algorithm so that the encrypted message, known as ciphertext, looks unintelligible to any intruder.
Interestingly, in many modern cryptographic systems, including those used in the Internet, the encryption
technique itself is known - published, standardized, and available to everyone (e.g., [RFC 1321, RFC

2437 ,RFC 2420), even apotentia intruder! Clearly, if everyone knows the method for encoding data, then
there must be some bit of secret information that prevents an intruder from decrypting the transmitted data.
Thisiswhere keys comein.
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In Figure 7.2-1 Alice provides akey, K,, - astring of numbers or characters, asinput to the encryption

algorithm. The encryption algorithm takes the key and the plaintext as input and produces ciphertext as
output. Similarly, Bob will provide akey Kg, to the decryption algorithm, that takes the ciphertext and Bob's

key asinput and produces the original plaintext as output. In so-called symmetric key systems, Alice and
Bob'skeys areidentical and are secret. In public key systems, the key that Alice usesis knownto al (!),
while Bob's key is secret. In the following two subsections, we consider symmetric key and public key
systems in more detail.

7.2.1 Symmetric Key Cryptography

All cryptographic agorithms involve substituting one thing for another, e.g., taking a piece of plaintext and
computing the appropriate ciphertext that forms the encrypted message. Before studying a modern key-based
cryptographic system, let usfirst "get our feet wet" by studying avery old simple symmetric key algorithm
attributed to Julius Caesar, known as the Caesar cipher (a"cipher" isamethod for encrypting data).

For English text, the Caesar cipher would work by taking each letter in the plaintext message and

substituting the letter that isk letters later (allowing wraparound, i.e., having the letter "a"' follow the letter "z")
in the alphabet. For exampleif k=4, then the letter "a" in plaintext becomes "d" in ciphertext; "b" in plaintext
becomes "€" in ciphertext, and so on. Here, the value of k serves as the key. As an example, the plaintext
message "bob, | love you. alice." becomes "yly, f ilsb vir. xifzb." in ciphertext. While the ciphertext does
indeed look like gibberish, it wouldn't take long to break the code if you knew that the Caesar cipher was being
used, asthere are only 25 possible key values.

An improvement to the Caesar cipher isthe so-called monoal phabetic cipher that also substitutes one letter in
the alphabet with another |etter in the alphabet. However, rather than substituting according to aregular
pattern (e.g., substitution with an offset of k for all letters), any letter can be substituted for any other |etter, as
long as each letter has a unique substitute letter and vice versa. Many newspaers in the US carry cryptographic
puzzles based on this cipher. The substitution rule in Figure 7.2-2 shows one possible rule for encoding
plaintext.

plaintext |etter:

a z
ciphertext letter: m

f k mnopqgr st uvwxy
sdf ghj kl poi uytrewq
: amonoal phabetic cipher

The plaintext message "bob, | love you. alice." becomes "nkn, s gktc wky. mgsbc" Thus, as in the case of the
Caesar cipher, thislooks like gibberish. A monoal phabetic cipher would also appear to be better than the
Caesar cipher in that there are 26! (on the order of 1026) possible pairings of letters rather than 25 possible
pairings. A brute force approach of trying all 1026 possible pairings would require far too much work to be a
feasible way of breaking the encryption algorithm and decoding the message. However, by statistical analysis
of the plaintext language, e.g., knowing that the letters "e€" and "t" are the most frequently occurring lettersin

http://www.behzadakbari.com/networking/ross/crypto.htm (2 of 11) [5/13/2004 12:09:08 PM]



Cryptogrpahy

typical text (accounting for 13% and 9% of letter occurrences), and knowing that particular two- and three-
letter occurrences of |etters appear quite often together (e.g., "in", "it", "the" "ion", "ing", etc.) make it
relatively easy to break this code. If the intruder has some knowledge about the possible contents of the
message, then it is even easier to break the code. For example, if Trudy the intruder is Bob's wife and suspects
Bob of having an affair with Alice, then she might suspect that the names "bob" and "alice" appear in the
text." If Trudy knew for certain that those two names appeared in the ciphertext and had a copy of the example
ciphertext message above, then she could immediately determine 7 of the 26 letter pairings, since "alice" isthe
only five-letter word in the message, and "bob" is the only three-letter word that has an identical first and last
letter. Thus, Trudy requires 10° fewer possibilities to be checked a by brute force method. Indeed, if Trudy
suspected Bob of having an affair, she might well expect to find some other choice words in the message as
well.

When considering how easy it might be for Trudy to break Bob and Alice's encryption scheme, one can
distinguish three different scenarios, depending on what information the intruder has:

. Ciphertext only attack. In some cases, the intruder may only have access to the intercepted ciphertext,
with no certain information about the contents of the plaintext message. We have seen how statistical
analysis can help in a ciphertext only attack on an encryption scheme.

. Known plaintext attack. We saw above that if Trudy somehow knew for sure that "bob" and "alice"
appeared in the ciphertext message then she could have determined the (plaintext, ciphertext) pairings
for the letters a, |, i, ¢, €, b, and 0. Trudy might also have been fortunate enough to have recorded all of
the ciphertext transmissions and then found Bob's own decrypted version of one of transmissions
scribbled on a piece of paper. When an intruder knows some of the (plaintext, ciphertext) pairings, we
refer to this as a known plaintext attack on the encryption scheme.

. Chosen plaintext attack. Inachosen plaintext attack, the intruder is able to choose the plaintext
message and obtain its corresponding ciphertext form. For the simple encryption algorithms we've seen
so far, if Trudy could get Alice to send the message, "The quick fox jumps over the lazy brown dog,"
she can completely break the encryption scheme. We'll see shortly that for more sophisticated
encryption techniques, a chosen plaintext attack does not necessarily mean that the encryption
technique can be broken.

Five hundred years ago, techniques improving on monoal phabetic encryption, known as polyalphabetic
encryption were invented. These techniques, incorrectly attributed to Blaise de Vigenere [Kahn 1967] have

come to be known as Vigenereciphers. Theideabehind Vigenere ciphersisto use multiple monoal phabetic
ciphers, with a specific monoal phabetic cipher to encode a letter in a specific position in the plaintext message.
Thus, the same letter, appearing in different positions in the plaintext message might be encoded differently.
The Vigenere cipher shown in Figure 7.2-3 has two different Caesar ciphers (with k=6 and k=20), shown as
rows in Figure 7-2-3. One might choose to use these two Caesar ciphers, C; and C,, in the repeating pattern

Cq, Gy, Cy, Gy Cy. That is, thefirst letter of plaintext isto encoded using C,, the second and third using Cy, the
fourth using C4, and the fifth using C,. The pattern then repeats, with the sixth letter being encoded using C;,
the seventh with C,, and so on. The plaintext message "bob, | love you. alice." isthusencrypted "ghu, n etox
dhz." Note that the first "b" in the plaintext message is encrypted using C,, while the second "b" is encrypted
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using C,. In this example, the encryption and decryption "key" isthe knowledge of the two Caesar keys (k=4,
k=20) and the pattern C4, C,, C4, C,, Co.
plaintextletter: a b c def ghi f k|l mnop
Cik=6): f ghij kl mnopqgr stu
Cyk=20): t uvwxyzabcdefgg i

gr stuvwxyz
vwxyzabcde
h j kI mnopaqgr s

Figure 7.2-3: A Vigenere cipher using two Caesar ciphers

Data Encryption Standard (DEYS)

Let us now fast forward to modern time and examine the Data Encryption Standard (DES) [NIST 1993] , a
symmetric key encryption standard published in 1977 and updated most recently in 1993 by the US National
Bureau of Standards for commercial and non-classified US government use. DES encodes plaintext in 64 bit
chunks using a 64-bit key. Actually, 8 of these 64 bits are odd parity bits (one bit in each of the 8 bytesisan
odd partity bit for that byte), so the DES key is effectively 56 bits long. The National Institute of Standards
(the successor to the National Bureau of Standards) states the goal of DES asfollows. " The goal isto
completely scramble the data and key so that every bit of the ciphertext depends on every bit of the data and
every bit of thekey .... with agood algorithm, there should be no correlation between the ciphertext and
either the original data or key." [NIST 1999].

The basic operation of DESisillustrated in Figure 7.2-4. In our discussion we will overview DES operation,
leaving the nitty-gritty bit-level details (there are many!) to those wishing to consult [Kaufman 1995, Schneier
1995] (with [Schneler 1995] including a C implementation as well). The DES consists of two permutation
steps (the first and last steps of the algorithm) in which all 64 bits are permuted, and 16 identical "rounds" of
operation in between. The operation of each round isidentical, taking the output of the previous round as
input. During each round, the rightmost 32 bits of the input are moved to the left 32 bits of the output. The
entire 64-bit input to the ith round and the 48 bit key for the ith round (derived from the larger DES 56-bit ) are
taken asinput to afunction that involves expansion of four-bit input chunks into six-bit chunks, exclusive OR-
ing with the expanded six bit chunks of the 48-bit key Ki, a substitution operation and further exclusive OR-
ing with the leftmost 32 bits of the input; see [Kaufman 1995, Schneier 1995] for details. The resulting 32-bit
output of the function is then used as the rightmost 32 bits of the rounds 64-bit output, as shown in Figure 7.2-
4. Decryption works by reversing the algorithm'’s operations.
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64 bit input

permute [56 bit kGYI
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L3 | R3
«48-bit K16

L17 | R17

permute

P

64 bit output

Figure 7.2-4: Basic operation of the DES

How well does DES work? How secureisit? No one can tell for sure, although recent speculation is that one
could build a special purpose machine that exhaustively searched through the 56-bit key space for under a
million dollars [Kaufman 1995]. In 1997, a network security company, RSA Data Security Inc, launched a
DES Challenge contest to "crack" (decode) a short phrase it had encrypted using 56-bit DES. The unencoded
phrase ( “Strong cryptography makes the world a safer place.”) was determined only 140 days later by ateam
that used volunteers throughout the Internet to systematically explore the key space. The team claimed the
$10,000 prize after testing only a quarter of the key space - about 18 quadrillion keys[RSA 1997]. The most
recent 1999 DES Challenge 11l was won in arecord time of alittle over 22 hours, with a network of volunteers
and a special purpose computer that was built for less that $250,000 (nick-named "DES Cracker") and is
documented on-line [EFF 1999].
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If 56-bit DESis considered too insecure, one can simply run the 56-bit algorithm multiple times, taking the 64-
bit output from one iteration of DES as the input to the next DES iteration, using a different encryption key
each time. For example, so-called triple-DES (3DES), is a proposed US government standard [NIST 1999b]
and has been proposed as the encryption standard for the Point-to-Point protocol [RFC 2420], PPP, for the
datalink layer (see section 5.7). A detailed discussion of key lengths and the estimated time and budget needed
to crack DES can be found in [Blaze 1996].

We should also note that our description above has only considered the encryption of a 64-bit quantity. When
longer messages are encrypted, which istypically the case, DES is often used with a technique known as
cipher-block chaining, in which the encrypted version of the jth 64-bit quantity of datais XOR'ed with the
(j+1)st unit of data beforethe (j+1)st unit of datais encrypted.

7.2.2 Public Key Encryption

For more than 2000 years (since the time of the Caesar cipher and up to the 1970's), encrypted communication
required that the two communicating parties share a common secret - the symmetric key used for encryption
and decryption. One difficulty with this approach is that the two parties must somehow agree on the shared
key; but to do so requires (presumably secure) communication! Perhaps the parties could first meet and agree
on the key in person (e.g., two of Caesar's centurions might meet at the Roman baths) and thereafter
communicate with encryption. In anetworked world, however, communicating parties may never meet and
may never converse except over the network. Isit possible for two parties to communicate with encryption
without having a shared secret key that is known in advance? In 1976, Diffie and Hellman [Diffie 1976]
demonstrated an algorithm (known now as Diffie-Hellman Key Exchange) to do just that - aradically different
and marvelously elegant approach towards secure communication that has led to the development of today's
public key cryptography systems. We will see shortly that public key cryptography systems also have several
wonderful properties that make them useful not only for encryption, but for authentication and digital
signatures as well. The ideas begun with [Diffie 1976] have evolved, with a significant milestone being [RSA

1978], into the public key systemsin use today.
E""""""" ------------------------ amn e B pub“c encryp‘“on key

d _ private decryption key
plaintext olaintext
encryption

algorithm

é% sender
3

o
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Figure 7.2-5: Public key cryptography

The use of public key cryptography is quite simple. Suppose Alice wants to communicate with Bob. As shown
in Figure 7.2-5, rather than Bob and Alice sharing a single secret key (asin the case of symmetric key
systems), Bob (the recipient of Alice's messages) instead has two keys - apublic key that is available to
everyone in the world (including Trudy the intruder!) and a private key that is known only to Bob. In order to
communicate with Bab, Alicefirst fetches Bob's public key. Alice then encrypts her message to Bob using
Bob's public key and a known (e.g., standardized) encryption algorithm. Bob receives Alice's encrypted
message and uses his private key and a known (e.g., standardized) decryption algorithm to decrypt Alice's
message. In this manner, Alice can send a secret message to Bob without either of them having to have to
distribute any secret keys!

Using the notation of Figure 7.2-5, for any message m, dg(eg(m)) = m, i.e., applying Bob's public key then

Bob's private key to the message m gives back m. We will see shortly that we can interchange the public key
and private key encryption and get the same result, that is, eg(dg(m)) = dg(eg(m)) = m.

The use of public key cryptography is thus conceptually simple. But two immediate worries may spring to
mind. A first concern isthat although an intruder intercepting Alice's encrypted message will only see
gibberish, the intruder knows both the key (Bob's public key, which is available for all the world to see) and
the algorithm that Alice used for encryption. Trudy can thus mount a chosen plaintext attack, using the known
standardized encryption algorithm and Bob's publicly available encryption key to encode any message she
chooses! Trudy might well try, for example, to encode messages, or parts of messages, that she suspects that
Alice might send. Clearly, if public key cryptography isto work, key selection and encryption/decryption must
be done in such away that it isimpossible (or at least so hard to be impossible for all practical purposes) for an
intruder to either determine Bob's private key or somehow otherwise decrypt or guess Alice's message to Bob.
A second concern isthat since Bob's encryption key is public, anyone can send an encrypted message to Bob,
including Alice or someone claiming to be Alice. In the case of asingle shared secret key, the fact that the
sender knows the secret key implicitly identifies the sender to the receiver. In the case of public key
cryptography, however, thisis no longer the case since anyone can send an encrypted message to Bob using
Bob's publicly available key. Certificates, which we will study in section 7.5, are needed to bind an entity
(such as Bob) to a specific public key.

While there may be many algorithms and keys that have this property, the RSA algorithm (named after its
founders, Ron Rivest, Adi Shamir, and Leonard Adleman) has become amost synonymous with public key
cryptography. Let'sfirst see how RSA works and then examine why it works. Suppose that Bob wantsto
receive encrypted messages, as shown in Figure 7.2-5. The are two inter-related components of RSA:

. choice of the public key and the private key
. the encryption and decryption agorithm

In order to choose the public and private keys, Bob must do the following:

« Choose two large prime numbers, p and g. How large should p and g be? The larger the values, the
more difficult it isto break RSA but the longer it takes to perform the encoding and decoding. RSA
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L aboratories recommends that the product of p and q be on the order of 768 bits for personal use and
1024 bits for corporate use [RSA 1999]. (Which leads one to wonder why corporate use is deemed so
much more important than personal use!).

. Computen= pgandz= (p-1)(g-1).

« Choose a number, e, less than n, which has no common factors (other than 1) with z. (In this case, e and
zare said to berelatively prime). The letter '€’ is used since this value will be used in encryption.

« Find anumber, d, such that ed -1 is exactly divisible (i.e., with no remainder) by z Theletter 'd' is
used because this value will be used in decryption. Put another way, given e, we choose d such that the
integer remainder when ed isdivided by zis 1. (The integer remainder when an integer x is divided by
the integer n, is denoted x mod n).

« The public key that Bob makes available to the world is the pair of numbers (n,e); his private key isthe
pair of numbers (n,d).

The encryption by Alice, and the decryption by Bob is done as follows:

.« Suppose Alice wants to send Bob a bit pattern, or number, m, such that m< n. To encode, Alice

performs the exponentiation, m€, and then computes the integer remainder when méis divided by n.
Thus, the encrypted value, ¢, of the plaintext message, m, that Alice sendsis:

c=memodn
. To decrypt the received ciphertext message, ¢, Bob computes
m= cdmodn
which requires the use of his secret key, (n,d).

Asasimple example of RSA, suppose Bob chooses p=5 and g=7 (admittedly, these values are far too small to
be secure). Then n=35 and z=24. Bob chooses e=5, since 5 and 24 have no common factors. Finally, Bob
chooses d=29, since5*29- 1 (i.e.,, ed-1) isexactly divisible by 24. Bob makes the two values, n=35 and
e=5, public and keeps the value d=29 secret. Observing these two public values, suppose Alice now wants to
send the letters'l' '0' 'v' and '€’ to Bob. Interpreting each letter as a number between 1 and 26 (with 'a being 1,
and 'z’ being 26), Alice and Bob perform the encryption and decryption shown in Figures 7.2-6 and 7.2-7,
respectively:

plaintext m: numeric e ciphertext
letter representation c=memodn
I 12 248832 17
0 15 759375 15
v 22 5153632 22
e 5 3125 10
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Figure 7.2-6: Alice's RSA encryption, e=5, n =35

ciphertext o m= cd mod |plaintext
c n letter
17 481968572106750915091411825223072000 12 I
15 12783403948858939111232757568359400 15 0
22 8.51643319086537701956194499/2111e+38 22 v
10 100000000000000000000000000000 5 e

Figure 7.2-7: Bob's RSA decryption, d=29, n=35

Given that "toy" examplein Figures 7-7 and 7-8 has already produced some extremely large numbers, and
given that we know that we saw earlier that p and q should each be several hundred bits long, several practical
issues regarding RSA come to mind. How does one choose large prime numbers? How does one then choose e
and d? How does one perform exponentiation with large numbers? A discussion of these important issuesis
beyond the scope of this book; see [Kaufman 1995] and the references therein for details.

We do note here that the exponentiation required by RSA is arather time consuming process. RSA Data
Security [RSA 1999b] says its software toolkit can encrypt/decrypt at a throughput of 21.6 Kbits per second
with a512-bit value for n and 7.4 Kbits per second with a 1024-bit value. DES s at least one hundred times
fast in software and between 1000 and 10000 times faster in hardware. Asaresult, RSA isoften used in
practice in combination with DES. For example, if Alice wantsto send Bob alarge amount of encrypted data
at high speed, she could do the following. First Alice chooses a DES key that will be used to encode the data
itself; thiskey is sometimes referred to as a session key, Kg Alice must inform Bob of the session key, since
thisisthe shared secret key they will use for DES. Alice thus encrypts the session key value using Bob's
public RSA key, i.e., computes c = (Kg)® mod n. Bob receives the RSA-encrypted session key, ¢, and decrypts
to obtain the session key, Kg.. Bob now knows the session key that Alice will use for her DES-encrypted data
transfer.

Why does RSA work?

The RSA encryption/decryption above appears rather magical. Why should it be that by applying the
encryption algorithm and then the decryption algorithm, one recovers the original message? In order to
understand why RSA works, we'll need to perform arithmetic operations using so-called modulo-n arithmetic.
In modular arithmetic, one performs the usual operations of addition, multiplication and exponentiation.
However, the result of each operation is replaced by the integer remainder that is left when the result is divided
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by n. We will take n = pq, where p and q are the large prime numbers used in the RSA algorithm.

Recall that under RSA encryption, a message (represented by an integer), m, isfirst exponentiated to the
power e using modulo-n arithmetic to encrypt. Decryption is performed by raising this value to the power d,

again using modulo n arithmetic. The result of an encryption step, followed by a decryption step is thus (m€)d.
Let's now see what we can say about this quantity. We have:

(m8)d mod n = med mod n

Although we're trying to remove some of the "magic" about why RSA works, we'll need to use arather
magical result from number theory here. Specifically, we'll need the result that saysif p and q are prime, and n
= pg, then xy modn js the same as x(y mod (P-1)(a-1)) mod n [Kaufman 1995]. Applying thisresult, we have

(me)d mod n = m (ed mod (p-1)(d-1)) mod n
But remember that we chose e and d such that ed -1 is exactly divisible (i.e., with no remainder) by (p-1)(g-
1), or equivalently that ed isdivisible by (p-1)(g-1) with areminder of 1, and thus ed mod (p-1)(g-1) = 1. This
givesus

(mf)d modn = mImodn=m
i.e., that
(m8)d modn = m,
Thisisthe result we were hoping for! By first exponentiating to the power of e (i.e., encrypting) and then
exponentiating to the power of d (i.e., decrypting), we obtain the original value, m. Even more remarkableis
the fact that if we first exponentiate to the power of d and then exponentiate to the power of g, i.e., we reverse
the order of encryption and decryption, performing the decryption operation first and then applying the
encryption operation, we also obtain the original value, m! (The proof for this result follows the exact same
reasoning as above). We will see shortly that this wonderful property of the RSA agorithm,
(m)d modn = m= (md)emod n
will be of great use.

The security of RSA relies on the fact that there are no known algorithms for quickly factoring a number, in
this case the public value n, into the primes p and g. If one knew p and g, then given the public value e, one
could then easily compute the secret key, d. On the other hand, it is not know whether or not there exist fast
algorithms for factoring a number, and in this sense the security of RSA is not "guaranteed.”
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Authentication

7.3 Authentication: Who are You?

Authentication is the process of proving one's identity to someone else. As humans, we authenticate each other in
many ways. we recognize each others faces when we meet; we recognize each others' voices on the telephone; we are
authenticated by the customs official who checks us against the picture on our passport.

In this section we consider how one party can authenticate another party when the two are communicating over a
network. We focus here on authenticating a"live" party, at the point in time when communication is actually
occurring. We will see that thisis a subtly different problem from proving that a message received at some point in
the past (e.g., that may have been archived) did indeed come from that claimed sender. This latter problem isreferred
to asthe digital signature problem, which we explore in section 7.4.

When performing authentication over the network, the communicating parties can not rely on biometric information,
such as avisual appearance or a voiceprint. Indeed, we will seein our later case studies that it is often network
elements such as routers and client/server processes that must authenticate each other. Here, authentication must be
done solely on the basis of messages and data exchanged as part of an authentication protocol. Typically, an
authentication protocol would run before the two communicating parties run some other protocol (e.g., a reliable data
transfer protocol, arouting table exchange protocol, or an email protocol). The authentication protocol first
establishes the identities of the partiesto each others' satisfaction; only after authentication do the parties get down to
the work at hand.

Asin the case of our development of areliable datatransfer protocol, rdt, in Chapter 3, we will find it instructive here
to develop various versions of an authentication protocol, which we will call ap ("authentication protocol™), and poke
holes (i.e., find security flaws) in each version aswe proceed. Let's begin by assuming that Alice needsto
authenticate herself to Bob.

Authentication protocol apl.0

Perhaps the simplest authentication protocol we can imagine is one where Alice simply sends a message to Bob
saying sheisAlice. Thisprotocol isshown in Figure 7.3-1. The flaw hereis obvious - there is no way for Bob to
actually know that the person sending the message, "I am Alice" isindeed Alice. For example, Trudy (the intruder)
could just aswell send such a message.
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Figure 7.3-1: Protocol apl.0 and afailure scenario.

Authentication protocol ap2.0

In the case that Alice has awell-known network address (e.g., | P address) from which she always communicates, Bob
could attempt to authenticate Alice by verifying that the source address on the | P datagram carrying the authentication
message matches Alice's well-known address. If so, then Alice would be authenticated. This might stop a very
network-naive intruder from impersonating Alice. But it wouldn't stop the determined student studying this book, or
many others!

Bob
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Figure 7.3-2: Protocol ap2.0 and afailure scenario.

Given that we have now studied both the network and data link layers, we know that it is not that hard (e.g., if one
had access to the operating system code and could build one's own operating system kernel, asis the case with Linux
and several other freely available operating systems) to create an I|P datagram, put whatever |P source address we
want (e.g., including Alice's well-known | P address) into the | P datagram and send the datagram over the link layer
protocol to the first hop router. From then on, the incorrectly-source-addressed datagram would be dutifully
forwarded to Bob. This approach isaform of I P spoofing, awell-known security attack technique [Cert 96]. 1P

spoofing can be avoided if arouter is configured to refuse |P datagrams that do not have a given source address. For
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example, Trudy'sfirst hop router could be configured to only forward datagrams containing Trudy's | P source
address. However, this capability is not universally deployed or enforced. Bob would thus be foolish to assume that
Trudy's network manager (who might be Trudy herself!) had configured Trudy's first hop router to only forward
appropriately-addressed datagrams.

Authentication protocol ap3.0

One classical approach to authentication is to use a secret password. We have PIN numbers to identify ourselvesto
automatic teller machines and login passwords for operating systems. The password is a shared secret between the
authenticator and the person being authenticated. We saw in section 2.2.5 that HT TP uses a password-based
authentication scheme. Telnet and FTP use password authentication as well. In protocol ap3.0, Alice thus sends her
secret password to Bob, as shown in Figure 7.3-3.

Figure 7.3-3: Protocol ap3.0 and afailure scenario.

The security flaw hereisclear. If Trudy eavesdrops on Alice's communication, then she can learn Alice's password.
Lest you think thisis unlikely, consider the fact that when one Telnet's to another machine and logsin, the login
password is sent unencrypted to the Telnet server . Someone connected to the Telnet client or server's LAN can
possibly "sniff" (read and store) all packets transmitted on the LAN and thus steal the login password. In fact, thisis
awell-known approach for stealing passwords (see, e.g., [Jimenez 1997]. Such athreat is obviously very real, so

ap3.0 clearly won't do.

Authentication protocol ap3.1

Having just studied the previous section on cryptography, our next ideafor fixing ap3.0 is naturally to use
encryption. By encrypting the password, Trudy will not be able to learn Alice's password!  If we assume that Alice
and Bob share a symmetric secret key, K,_g, then Alice can encrypt the password, send her identification message, "I
am Alice," and her encrypted password to Bob. Bob then decrypts the password and, assuming the password is
correct, authenticates Alice. Bob feels comfortable in authenticating Alice since not only does Alice know the
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password, but she also knows the shared secret key value needed to encrypt the password. Let's call this protocol
ap3.1.

Whileit istrue that ap3.1 prevents Trudy from learning Alice's password, the use of cryptography here does not solve
the authentication problem! Bob isagain subject to a so-called playback attack: Trudy needs only eavesdrop on
Alice's communication, record the encrypted version of the password, and then later play back the encrypted version
of the password to Bob to pretend that sheis Alice. The use of an encrypted password doesn't make the situation
manifestly different from that in Figure 7.3-3.

Authentication protocol ap4.0

The problem with ap3.1 is that the same password is used over and over again. One way to solve this problem would
be to use a different password each time. Alice and Bob could agree on a sequence of passwords (or on an algorithm
for generating passwords) and use each password only once, in sequence. Thisideaisused inthe SKEY system
[RFC 1760], adopting an approach due to Lamport [Lamport 81] for generating a sequence of passwords.

Rather than just stop here with this solution, however, let us consider a more general approach for combating the
playback attack. The failure scenario in Figure 7.3-3 resulted from the fact that Bob could not distinguish between the
original authentication of Alice and the later playback of Alice's original authentication. That is, Bob could not tell if
Alicewas"live" (i.e.,, was currently really on the other end of the connection) or whether the messages he was
receiving were arecorded playback of a previous authentication of Alice. The very (very!) observant reader will

recall that the 3-way TCP handshake protocol needed to address the same problem - the server side of a TCP
connection did not want to accept a connection if the received SY N segment was an old copy (retransmission) of a
SY N segment from an earlier connection. How did the TCP server side solve the problem of determining if the client
was really "live'? It chose an initial sequence number (which had not been used in a very long time), sent that number
to the client, and then waited for the client to respond back with an ACK segment containing that number. We can
adopt the same idea here for authentication purposes.

A nonceis anumber that a protocol will only ever use once-in-a-lifetime. That is, once a protocol uses a nonce, it
will never use that number again. Our ap4.0 protocol uses a nonce as follows:

ap4.0:

. Alice sendsthe message, "I am Alice," to Bob

. Bob choosesanonce, R, and sendsit to Alice

. Alice encrypts the nonce using Alice and Bob's symmetric secret key, Ka_g. , and sends the encrypted nonce,
Ka.g (R) back to Bob. Asin protocol ap3.1, it isthe fact that Alice knows K g and usesit to encrypt avalue
that lets Bob know that the message he receives was generated by Alice. The nonceis used to insure that
Aliceis"live."

. Bob decrypts the received message. |If the decrypted nonce equals the nonce he sent Alice, then Aliceis
authenticated.

Protocol ap4.0 isillustrated in Figure 7.3-4. By using the once-in-a-lifetime value, R, and then checking the returned

value, K g (R), Bob can be sure that both Aliceis who she says sheis (since she knows the secret key value needed
to encrypt R) andis"live" (since she has encrypted the nonce, R, that Bob just created).
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Figure 7.3-4: Protocol ap 4.0: no failure scenario.

Authentication protocol ap5.0

The use of anonce and symmetric key cryptography formed the basis of our successful authentication protocol,
ap4.0. A natural question is whether we can use anonce and public key cryptography (rather than symmetric key
cryptography) to solve the authentication problem. The use of a public key approach would obviate a difficulty in any
shared key system - worrying about how the two parties learn the secret shared key valuein thefirst place. A

protocol that uses public key cryptography in a manner anal ogous to the use of symmetric key cryptography in
protocol ap4.0 is protocol ap5.0:

ap5.0:

. Alice sendsthe message, "I am Alice," to Bob

. Bob choosesanonce, R, and sendsit to Alice. Once again, the nonce will be used to insure that Aliceis
"live."

. Alice uses her decryption algorithm with her private key, dy, to the nonce and sends the resulting value da(R)
to Bob. Since only Alice knows her decryption key, no one except Alice can generate da(R).
. Bob applies Alice's public encryption algorithm, e, to the received message, i.e., Bob computes ex(da(R)).

Recall from our discussion of RSA public key cryptography in section 7.2 that ea(da(R)) = R= da(ea(R)).
Thus Bob computes R and authenticates Alice.
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Figure 7.3-5: Protocol ap 5.0 working correctly.

The operation of protocol ap5.0 isillustrated in Figure 7.3-5.

Is protocol ap5.0 as secure as protocol ap4.0? Both use nonces. Since ap5.0 uses public key techniques, it requires
that Bob retrieve Alice's public key. Thisleadsto an interesting scenario, shown in Figure 7.3-6, in which Trudy
may be able to impersonate Alice to Bob:

. Trudy sendsthe message, "I am Alice" to Bob
. Bob choosesanonce, R, and sendsit to Alice, but the message is intercepted by Trudy.
. Trudy applies her decryption algorithm with her private key, dr, to the nonce and sends the resulting value,

d(R), to Bob. To Bob, d(R) isjust abunch of bits and he doesn't know whether the bits represent d(R) or
da(R).

. Bob must now get Alice's public key in order to apply e, to the value he just received. He sends a message to
Alice asking her for e5. Trudy intercepts this message as well, and replies back to Bob with ey, that is Trudy's
public key. Bob computes er(d(R)) = R, and thus authenticates Trudy as Alice!

From the above scenario, it is clear that protocol ap5.0isonly as"secure”" asisthe distribution of public keys. There
are secure ways of distributing public keys, a topic we will examine soon in section 7.5.
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Figure 7.3-6: A security hole in protocol ap5.0

In the scenario in Figure 7.3-6, Bob and Alice might together eventually discover that something is amiss, as Bob will
claim to have interacted with Alice, but Alice knows that she has never interacted with Bob. Thereisan even more
insidious attack that would avoid this detection. In the scenario in Figure 7.3-7, both Alice and Bob are talking to
each other, but by exploiting the same hole in the authentication protocol, Trudy is able to transparently interpose
herself between Alice and Bob. In particular, if Bob begins sending encrypted datato Alice using the encryption key
he receives from Trudy, Trudy can recover the plaintext of the communication from Bob to Alice. At the sametime,
Trudy can forward Bob's data to Alice (after re-encrypting data using Alice'sreal public key).
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Figure 7.3-7: A "man-in-the-middle" attack

Bob is happy to be sending encrypted data, and Alice is happy to be receiving data encrypted using her own public
key; both are unaware of Trudy's presence. Should Bob and Alice meet later and discuss their interaction, Alice will
have received exactly what Bob sent, so nothing will be detected as being amiss. Thisis one example of the so-called
man-in-the-middle attack (more appropriately here, a"woman-in-the-middle" attack). It is aso sometimes known
asabucket-brigade attack, since Trudy's passing of data between Alice and Bob resembles the passing of buckets of
water along achain of people (aso-called "bucket brigade") who are putting out afire using a remote source of
water.
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7.4 Integrity

Think of the number of the times you've signed your name to a piece of paper during the last week. You
sign checks, credit card statements, legal documents, and letters. Y our signature attests to the fact that
you (as opposed to someone else) have acknowledged and/or agreed with the document's contents. In a
digital world, one often want to indicate the owner or creator of a document, or to signify one's
agreement with adocument's content. A digital signature is a cryptographic technique for achieving
these goalsin adigital world.

Just as with human signatures, digital signing should be done in such away that adigital signatures are
verifiable, non-forgible, and non-repudiable. That is, it must be possible to "prove" that a document
signed by an individual was indeed signed by that individual (the signature must be verifiable) and that
only that individual could have signed the document (the signature can not be forged, and a signer can
not later repudiate or deny having signed the document). Thisis easily accomplished with public key

cryptography.

7.4.1 Generating Digital Signatures

Suppose that Bob wantsto digitally sign a"document,” m. We can think of the document asafileor a
message that Bob is going to sign and send. As shown in Figure 7.4-1, to sign this document, Bob simply
uses his private decryption key, dg, to compute dg(m). At first, it might seem odd that Bob isrunning a

decryption algorithm over a document that hasn't been encrypted. But recall that "decryption” is nothing
more than a mathematical operation (exponentiation to the power of d in RSA; see section 7.2) and

recall that Bob's goal is not to scramble or obscure the contents of the document, but rather to sign the
document in a manner that is verifiable, non-forgible, and non-repudiable. Bob has the document, m, and
hisdigital signature of the document, dg(m).

Bob's
. orivate
Leer Al - Y Text encrypted
SRS | S0 with Bob's
\‘é"’ private key for
5 gg— |:> auttientication

Message reqdy for
framsmmission

Figure 7.4-1. Creating adigital signature for adocument.
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Does the digital signature, dg(m), meet our requirements of being verifiable, non-forgible, and non-
repudiable? Suppose Alice has mand dg(m). She wants to prove in court (being litigious) that Bob had

indeed signed the document and was the only person who could have possibly signed the document.
Alicetakes Bob's public key, ez, and appliesit to the digital signature, dg(m), associated with the

document, m. That is, she computes eg(dg(m)), and voila, with adramatic flurry, she produces m, which

exactly matches the original document! Alice then argues that only Bob could have signed the document
because:

. Whoever signed the message must have used the private encryption key, dg in computing the
signature dg(m), such that eg(dg(m)) = m.

. The only person who could known the private key, dg , is Bob. Recall from our discussion of
RSA in section 7.2 that knowing the public key eg is of no help in learning the private key dg.
Therefore, the only person who could know dg is the person who generated the pair of keys,
(eg,dg) in the firstplace, Bob.

It is also important to note that if the original document, m, is ever modified to some aternate form, m,
the signature that Bob created for mwill not be valid for m', since eg(dg(m)) does not equal m'.

Thus we see that public key cryptography techniques provide a simple and elegant way to digitally sign
documents that is verifiable, non-forgible, and non-repudiable, and that protects against later
modification of the document.

7.4.2 Message Digests

We have seen above that public key encryption technology can be used to create adigital signature. One
concern with signing data by encryption, however, is that encryption and decryption are computationally
expensive. When digitally signing areally important document, say a merger between two large
multinational corporations or an agreement with a child to have him/her clean her room weekly,
computational cost may not may be important. However, many network devices and processes (e.g.,
routers exchanging routing table information and email user agents exchanging email) routinely
exchange data that may not need to be encrypted. Nonetheless, they do want to ensure that:

. the sender of the datais as claimed, i.e., that the sender has signed the data and this
signature can be checked

. the transmitted data has not been changed since the sender created and signed the
data

Given the overheads of encryption and decryption, signing data via compl ete encryption/decryption can
be overkill. A more efficient approach using so-called message digests can accomplish these two goals
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without full message encryption.

A message digest isin many ways like a checksum. Message digest algorithms take a message, m, of
arbitrary length and compute afixed length "fingerprint" of the data known as a message digest, H(m).
The message digest protects the datain the sense that if mis changed to m' (either maliciously or by
accident) then H(m), computed for the original data (and transmitted with that data), will not match the
H(m) computed over the changed data. While the message digest provides for dataintegrity, how doesit
help with signing the message m? The goal hereisthat rather than having Bob digitally sign (encrypt)
the entire message by computing dg(m), he should be able to sign just the message digest by compting

dg(H(m)). That is, having mand dg(H(m)) together (note that mis not typically encrypted) should be
"just asgood as' having a signed complete message, dg(m); this meansthat mand dg(H(m)) together

should be non-forgible, verifiable, and non-repudiable. Nonforgible will require that the message digest
algorithm that computes the message digest have some special properties, aswe will see below.

S 1 [e (RS (e el =
Long \U] hosh function

messmgF AALE
;r- — r—-'l @ Fixgd-size
|:L>> [ =t e =

digest

Figure 7.4-2: Hash functions are used to create message digests.

Our definition of a message digest may seem quite similar to the definition of a checksum (e.g., the
Internet checksum, see section 4.4) or amore powerful error detection code such as a cyclic redundancy
check (see section 5.1). Isit really any different? Checksums, cyclic redundancy checks, and message
digests are all examples of so-called hash functions. As shown in Figure 7.4-2, a hash function takes an
input, m, and computes a fixed-size string known as a hash. The Internet checksum, CRC's and message
digests all meet this definition. If signing a message digest is going to be "just as good as' signing the
entire message, in particular if it is going to satisfy the non-forgibility requirement, then a message
digest algorithm must have the following additional properties:

1. Given amessage digest value, X, it iscomputationally infeasible to find a message, y, such that
H(y) = Xx;
2. Itiscomputationally infeasible to find any two messages x and y such that H(X) = H(y).

Informally, these two properties mean that it is computationally infeasible for an intruder to substitute
one message for another message that is protected by amessage digest. That is, if (m,H(m)) arethe
message and message digest pair created by the sender, then an intruder can not forge the contents of
another message, Y, that has the same message digest value as the original message. When Bob signsm

http://www.behzadakbari.com/networking/ross/integrity.htm (3 of 7) [5/13/2004 12:10:01 PM]



Integrity
by computing dg(H(m)), we know that no other message can be substituted for m. Furthermore, Bob's

digital signature of H(m) uniquely identifies Bob as the verifiable, non-repudiable signer of H(m) (and as
a conseguence, mas well) as discussed above in section 7.4.1.

g 1IN O-O
i ” i bl function
Griginalﬁ é Fixedsize
lohg [ _[ : mgmge
E-c::-t:-*a"’fs-:?? %1
pivate e
Encrypted

Mmessage
digest

A

asnd pdckage
to Alice

Figure 7.4-3: Sending adigitally signed message.

In the context of Bob sending a message to Alice, Figure 7.4-3 provides a summary of the operational
procedure of creating a digital signature. Bob puts his original long message through a hash function to
create a messge digest. He then encrypts the message digest with his own private key. The origina
message (in clear text) along with the digitally signed message digest (henceforth referred to as the
digital signature) isthen sent to Alice. Figure 7.4-4 provides a summary of the operational procedure of
verifying message integrity. Alice applies the Bob's public key to the message to recover the message
digest. Alice also applies the hash function to the clear text message to obtain a second message digest. If
the two message digests match, then the recipientAlice can be sure about the integrity of the message,

and sure that Bob sent the message.
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Figure 7.4-4: Verifying the integrity of a signed message.

7.4.3 Hash Function Algorithms

Let's convince ourselves that a simple checksum, such as the Internet checksum, would make a poor
message digest algorithm. Rather than performing 1 complement's arithmetic (as in the Internet
checksum), let us compute a checksum by treating each character as a byte and adding the bytes together
using 4-byte chunks at atime. Suppose Bob owes Alice $100.99" and sends an IOU to Alice consisting
of the text string "IOU100.99BOB". The ASCII representation (in hexadecimal notation) for these letters
is49, 4F, 55, 31, 30, 30, 2E, 39, 39, 42, 4F, 42.

Figure 7.4-5 (top) shows that the 4-byte checksum for this messageisB2 C1 D2 AC. A dlightly different
message (and a much more costly one for Bob) is shown in the bottom half of Figure 7.5-1. The message
"1OU100.99BOB" and "10U900.19BOB" have the same checksum! Thus, this simple checksum
algorithm violates the two required requirements above. Given the original data, it isssimpleto find
another set of data with the same checksum. Clearly, for security purposes. we are going to need amore
powerful hash function than a checksum.
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ASCII
message representation

| OU1 49 4F 55 31
00.9 30 30 2E 39

9BOB 3942 4F 42
B2C1 D2 AC checksum

ASCI|
message representation

| OUS 49 4F 55 39
00.1 30 30 2E 31

9 BOB 3942 4F 42
B2C1 D2 AC checksum

Figure 7.4-5: Initial message and fraudulent message have the same checksum!

The MD5 message digest algorithm by Ron Rivest [REC 1321] isin wide use today. It computes a 128-

bit message digest in afour-step process consisting of a padding step (adding a 1 followed by enough
zero's so that the length of the message satisfies certain conditions), an append step (appending a 64-bit
representation of the message length before padding), an initialization of an accumulator, and afinal
looping step in which the message's 16-word blocks are processed (mangled) in four rounds of
processing. It isnot known whether MD5 actually satisfies the requirements listed above. The author of
MD5 claims "It is conjectured that the difficulty of coming up with two messages having the same

message digest is on the order of 264 operations, and that the difficulty of coming up with any message
having a given message digest is on the order of 2128 gperations. "[RFC 1321]. No one has argued with
this claim. For a description of MD5 (including a C source code implementation) see [RFC 1321].
Computational aspects of MD5 are discussed in [RFC 1810].

The second magjor message digest algorithm in use today is SHA-1, the Secure Hash Algorithm [FIPS
1995]. Thisalgorithm is based on principles similar to those used in the design of MD4 [REC 1320], the
predecessor to MD5. The Secure Hash Algorithm (SHA-1), aUS federal standard, is required for use
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whenever a secure message digest algorithm is required for federal applications. It produces a 160-bit
message digest.
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7.5 Key Distribution and Certification

In section 7.2 we saw that a drawback of symmetric key cryptography was the need for the two
communicating parties to have agreed upon their secret key ahead of time. With public key cryptography,
thisa priori agreement on a secret value is not needed. However, as we saw in our discussion of
authentication protocol ap5.0 in Section 7.3, public key encryption hasits own difficulties, in particular
the problem of obtaining someone's true public key. Both of these problems - determining a shared key
for symmetric key cryptography, and securely obtaining the public key for public key cryptography - can
be solved using atrusted inter mediary. For symmetric key cryptograghy , the trusted intermediary is
called aKey Distribution Center (KDC), which isasingle, trusted network entity with whom one has
established a shared secret key. We will see that one can use the KDC to obtain the shared keys needed to
communicate securely with all other network entities. For public key cryptography, the trusted
intermediary is called a Certification Authority (CA). A certification authority certifies that a public key
belongs to a particular entity (a person or a network entity). For a certified public key, if one can safely
trust the CA that the certified the key, then one can be sure about to whom the public key belongs. Once
apublic key is certified, then it can be distributed from just about anywhere, including a public key
server, a personal Web page or a diskette.

7.5.1 The Key Distribution Center

Suppose once again that Bob and Alice want to communicate using symmetric key cryptography. They
have never met (perhaps they just met in an on-line chat room) and thus have not established a shared
secret key in advance. How can they now agree on a secret key, given that they can only communicate
with each other over the network? A solution often adopted in practice isto use atrusted Key Distribution
Center (KDC).

The KDC isaserver that shares adifferent secret symmetric key with each registered user. Thiskey
might be manually installed at the server when a user first registers. The KDC knows the secret key of
each user and each user can communicate securely with the KDC using this key. Let's see how
knowledge of this one key allows a user to securely obtain a key for communicating with any other
registered user. Suppose that Alice and Bob are users of the KDC; they only know their individual key,
Ka.kpc and Kg_kpc, respectively, for communicating securely with the KDC. Alice takesthe first step,

and they proceed asillustrated in Figure 7.5-1.
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Figure 7.5-1: Setting up a one-time session key using a Key Distribution Center

. Using Kp kpc to encrypt her communication with the KDC, Alice sends a message to the KDC
saying she (A) wants to communicate with Bob (B). We denote this message, Ky kpc (A,B). As

part of this exchange, Alice should authenticate the KDC (see homework problems), e.g., using an
authentication protocol (e.g., our protocol ap4.0) and the shared key Ka_kpc -

. The KDC, knowing Kp_kpc » decrypts Ka_kpc (A,B). The KDC then authenticates Alice. The

KDC then generates arandom number, R1. Thisisthe shared key value that Alice and Bob will
use to perform symmetric encryption when they communicate with each other. Thiskey isreferred
to asaone-time session key (see section 7.5.3 below), as Alice and Bob will use thiskey for only
this one session that they are currently setting up. The KDC now needs to inform Alice and Bob
of the value of R1. The KDC thus sends back an encrypted message to Alice containing the
following:
o R1, the one-time session key that Alice and Bob will use to communicate;
o apair of values: A, and R1, encrypted by the KDC using Bob's key, Kg_kpc - We denote
this Kg_kpc(ARL). It isimportant to note that KDC is sending Alice not only the value of
R1 for her own use, but al'so an encrypted version of R1 and Alice's name encrypted using
Bob'skey. Alice can't decrypt this pair of valuesin the message (she doesn't know Bob's
encryption key), but then she doesn't really need to. We'll see shortly that Alice will simply
forward this encrypted pair of valuesto Bob (who can decrypt them).
These items are put into a message and encrypted using Alice's shared key. The message from the
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KDC to Aliceisthus Kp kpc(RL.Kg kpc(R1)).

. Alicereceives the message from the KDC, verifies the nonce, extracts R1 from the message and
savesit. Alice now knows the one-time session key, R1. Alice also extracts Kg_kpc(A,R1) and

forwards thisto Bob.
. Bob decrypts the received message, Kg_kpc(ARL), using Kg_kpc and extracts A and R1. Bob

now knows the one-time session key, R1, and the person with whom he is sharing this key, A. Of
course, he takes care to authenticate Alice using R1 before proceeding any further.

7.5.2 Kerberos

Kerberos [RFC 1510, Neuman 1994] is an authentication service developed at MIT that uses symmetric

key encryption techniques and a Key Distribution Center. Although it is conceptually the same as the
generic KDC we described in section 7.5.1, its vocabulary is dightly different. Kerberos also contains
several nice variations and extensions of the basic KDC mechanisms. Kerberos was designed to
authenticate users accessing network servers and was initially targeted for use within asingle
administrative domain such as a campus or company. Thus, Kerberosis framed in the language of users
who want to access network services (servers) using application-level network programs such as Telnet
(for remote login) and NFS (for access to remote files), rather than than human-to-human conversants
who want to authenticate themselves to each other, asin our examples above. Nonetheless, the key (pun
intended) underlying techniques remains the same.

The Kerberos Authentication Server (AS) playstherole of the KDC. The ASisthe repository of not
only the secret keys of all users (so that each user can communicate securely with the AS) but also
information about which users have access privileges to which services on which network servers. When
Alice wants to access a service on Bob (who we now think of as a server), the protocol closely follows
our examplein Figure 7.5-1:

. Alice contacts the Kerberos AS, indicating that she wants to use Bob. All communication between
Alice and the ASis encrypted using a secret key that is shared between Alice and the AS. In
Kerberos, Alicefirst provides her name and password to her local host. Alice's local host and the
AS then determine the one-time secret session key for encrypting communication between Alice
and the AS.

. The AS authenticates Alice, checks that she has access privileges to Bob, and generates a one-time
symmetric session key, R1, for communication between Alice and Bob. The Authentication Server
(in Kerberos parlance, now referred to as the Ticket Granting Server) sends Alice the value of R1,
and also aticket to Bob's services. Theticket contains Alice's name, the one-time session key,

R1, and an expiration time, all encrypted using Bob's secret key (known only by Bob and the AS),
asinFigure 7.5-1. Alicesticketis valid only until its expiration time, and will be rejected by Bob
Is presented after that time. For Kerberos V4, the maximum lifetime of aticket isabout 21 hours.
In Kerberos V5, the lifetime must expire before the end of year 9999 - a definite Y 10K problem!

. Alicethen sends her ticket to Bob. She also sends along an R1-encrypted timestamp that is used
as anonce. Bob decrypts the ticket using his secret key, obtains the session key, decrypts the
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timestamp using the just-learned session key. Bob sends back the timestamp value plus one (in
Kerberos V5) or smply the timestamp itself (in Kerberos V5).

The most recent version of Kerberos (V5) provides support for multiple Authentication Servers,
delegation of access rights, and renewable tickets. [Kaufman 95] [RFC 1510] provide ample details.

7.5.3 Public Key Certification

One of the principle features of public key encryption isthat it is possible for two entities to exchange
secret messages without having to exchange secret keys. For example, when Alice wants to send a secret
message to Bob, she simply encrypts the message with Bob's public key and sends the encrypted message
to Bob; she doesn't need to know Bob's secret (i.e., private) key, nor does Bob need to know her secrect
key. Thus, public key cryptography obviates the need for KDC infrastructure, such as Kerberos.

Of course, with public key encryption, the communicating entities still have to exchange public keys. A
user can make its public key pubicly available in many ways, e.g., by posting the key on the user's
personal Web page, placing the key in a public key server, or by sending the key to a correspondent by e-
mail. A Web commerce site can place its public key on its server in amanner that browsers automatically
download the public key when connecting to the site. Routers can place their public keys on public key
servers, thereby allowing other browsers and network entities to retrieve them.

Thereis, however, asubtle, yet critical, problem with public key cryptography. To gain insight to this
problem, let's consider an Internet commerce example. Suppose that Aliceisin the pizza delivery
business and she accepts orders over the Internet. Bob, a pizzalover, sends Alice a plaintext message
which includes his home address and the type of pizza he wants. In this message, Bob also includes a
digital signature (e.g.,, an encrypted message digest for the original plaintext message). As discussed in
Section 7.4, Alice can obtain Bob's public key (from his personal Web page, a public key server, or from
an e-mail message) and verify the digital signature. In this manner Alice makes sure that Bob (rather than
some adolescent prankster) indeed made the order.

This all sounds fine until clever Trudy comes along. As shown in Figure 7.5-2, Trudy decidesto play a
prank. Trudy sends a message to Alice in which she says she is Bob, gives Bob's home address, and
orders a pizza. She also attaches a digital signature, but she attaches the signature by signing the message
digest with her (i.e., Trudy's) private key. Trudy also masquerades as Bob by sending Alice Trudy's
public key but saying that it belongs to Bob. In this example, also will apply Trudy's public key (thinking
that it is Bob's) to the digital signature and conclude that the plaintext message was indeed created by
Bob. Bob will be very surprised when the delivery person brings to his home a pizza with everything on
it! Here, asin the flawed authentication scenario in Figure 7.3-7, the man-in-the-middle attack is the
room cause of our difficulties.
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Figure 7.5-2: Trudy masquerades as Bob using public key cryptography.

We see from this example that in order for public key cryptography to be useful, entities (users, browsers,
routers, etc.) need to know for sure that they have the public key of the entity with which they are
communicating. For example, when Alice is communicating with Bob using public key cryptography, she
needs to know for sure that the public key that is supposed to be Bob'sisindeed Bob's.

Binding a public key to a particular entity istypically done by a certification authority (CA), which
validates identities and issue certificates. A CA hasthe following roles:

. First to verify that entity (aperson, arouter, etc) iswho it saysitis. There are no mandated
procedures for how certification is done. When dealing with a CA, one must trust the CA to have
performed a suitably rigorous identity verification. For example, if Trudy were able to walk into
Fly-by-Night Certificate Authority and simply announce "I am Alice" and receive keys associated
with the identity of "Alice," then one shouldn't put much faith in public keys offered by the Fly-by-
Night Certificate Authority. On the other hand, one might (or might not!) be more willing to trust a
CA that is part of afederal- or state-sponsored program (e.g., [Utah 1999]). One can trust the
"identify" associated with a public key only to the extent that one can trust a CA and its identity
verification techniques. What atangled web of trust we spin!

. Oncethe CA verifies the entity of the entity, the CA creates a certificate that binds the public key
of the identiy to the identity. The certificate contains the public key and identifying information
about the owner of the public key (for example a human name or an IP address). The certificateis
digitaly signed by the CA. These steps are shown in Figure 7.5-3.
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Figure 7.5-3: Bob obtains a certificate from the certification authority.

L et us now see how certificates can be used to combat pizza-ordering pranksters, like Trudy, and other
undesirables. When Alice recieves Bob's order, she gets Bob's certificate, which may be on his Web page,
in an e-mail message or in acertificate server. Alice uses the CA's public key to verify that the public key
in the certificate isindeed Bob's. If we assume that the public key of the CA itself is known to all (for
example, it could published in atrusted, public, and well-known place, such as The New York Times, so
that it is known to all and can not be spoofed), then Alice can be sure that she is indeed dealing with Bob.

Both the International Telecommunication Union and the IETF have devel oped standards for
Certification Authorities. ITU X.509 [ITU 1993] specifies an authentication service as well as a specific
syntax for certificates. RFC 1422 [REC 1422] describes CA-based key management for use with secure
Internet e-mail. It is compatible with X.509 but goes beyond X.509 by establishing procedures and
conventions for a key management architecture. Figure 7.5-4 describes some of the important field in a
certificate.

Field name Description

version version number of X.509 specification

serial number CA-issued unique identifier for acertificate

signature specifies the algorithm used by Cato "sign” this certificate
: identity of CA issuing this certificate, in so-called

ISSUEr name Distinguished Name(DN) [RFC 1779] format
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validity period  start and end of period of validity for certificate

identity of entity whose public key is associated with this

sllajecs =T certificate, in DN format

the subject's public key as well as an indication of the public key
algorithm (and algorithm parameters) to be used with this key

Figure 7.5-4: Selected fieldsin a X.509 and RFC 1422 public key certificate

subject public key

With the recent boom in electronic commerce and the consequent widespread need for secure
transactions, there has been increased interest in Certification Authorities. Among the companies
providing CA services are Cybertrust [Cybertrust 1990] Verisign [Verisign 1999] and Netscape [ Netscape

1999].

A certificate issued by the US Postal Service, as viewed through a Netscape browser, is shown in Figure
7.5-5.

v Netscape - [Edit A Certification Authority]

This Certificaie helongs io: This Certificate was issued hy:
IaPs USPs
Utnted States Postal Setwrice Utnted States Postal Setvice
Ia I

nerial Mumber: 02
This Certificate is valid firom Sun Dec 31, 1995 {0 Tue Dec 30, 1997
Certificate Fingerprint:

CEAD A ER: A 549 A8 AT A0 48 40:40:.9E.30:.99 36

This Cettificate belongs to a Cerdifying Authority
 Allow connections to sites certified by this authority

(" Do not allow connections to sites certified by this authority

I Warmn before setiding data to sites certified by this authority
Ok ‘ Cancel

Figure 7.5-5: A US Postal Service issued certificate
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7.5.4 One-Time Session Keys

We have seen above that a one-time session key is generated by a KDC for use in symmetric key
encryption of a single session between two parties. By using the one-time session keys from the KDC, a
user is freed from having to establish a priori its own shared key for each and every network entity with
whom it wishes to communicate. Instead, a user need only have one shared secret key for communicating
with the KDC, and will receive one-time session keys from the KDC for all of its communication with
other network entities.

One time session keys are also used in public key cryptography. Recall from our discussion in section
7.2.2, that apublic key encryption technique such as RSA is orders of magnitude more computationally
expensive that a symmetric key system such as DES. Thus, public key systems are often used for
authentication purposes. Once two parties have authenticated each other, they then use public-key-
encrypted communication to agree on a shared one-time symmetric session key. This symmetric session
key isthen used to encrypt the remainder of the communication using a more efficient symmetric
encryption technique, such as DES.
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Secure e-mail

In previous sections of this chapter, we have examined fundamental issuesin network security, including symmetric
key and public key encryption, authentication, key distribution, message integrity and digital signatures. In this section
and the following two sections, we'll next examine how these techniques are being used to provide security in the
Internet. Being consistent with the general structure of this book, we begin at the top of the protocol stack and discuss
application-layer security. Our approach here is use a specific application, namely, e-mail, as a case study for
application-layer security. We then move down the protocol stack. In Section 7.7 we examine the SSL protocol, which
provides security at the transport layer for TCP. And in Section 7.8, we'll consider IPsec, which provides security at the
network layer.

Interestingly, it is possible to provide security servicesin any of the top four layers of the Internet protocol stack
[Molva 1999]. When security is provided for a specific application-layer protocol, then the application using the
protocol will enjoy one or more security services, such as secrecy, authentication or integrity. When security is
provided for atransport-layer protocol, then all applications that use that protocol enjoy the security services of the
transport protocol. When security is provided at the network layer on a host-to-host basis, then all transport layer
segments (and hence all application-layer data) enjoy the security services of the network layer. When security is
provided on alink basis, then all IP datagrams traveling over the link receive security services of the link.

One might wonder why security functionality is being provided at multiple layersin the Internet? Wouldn't it suffice to
simply provide the security functionality at the network layer, and be done with it? There are two answers to this
question. First, although security at the network layer can offer "blanket coverage” by encrypting al the datain the
datagrams (i.e., al the transport-layer segments) and by authenticating all source IP addresses, it can't provide user-
level security. For example, acommerce site can not rely on |P-layer security to authenticate a customer who is
purchasing goods at the commerce site. Thus, there is aneed for security functionality at higher layers as well as
blanket coverage at lower layers. Second, in the Internet it is generally easier to deploy new services, including security
services, at the higher-layers of the protocol stack. While waiting for security to be broadly deployed at the network
layer (which isarguably still many years in the future) many application developers "just do it" and introduce security
functionality into to their favorite applications. A classic example is PGP, which provides for encryption of e-mail (and
will be discussed later in this section). Requiring only client and server application code, PGP was one the first security
technologies to be broadly used in the Internet. Similarly, transport-layer security with SSL was broadly introduced into
the Internet, as it too only required new code in the end systems. However, |P-layer security -- so-called IPsec -- is
taking much longer to broadly deploy, asit requires significant changes in the routers in the network core.

7.6.1 Principle of Secure E-Mail

In this section we use many of the tools introduced in the previous section to create a high-level design of a secure e-
mail system. We create this high-level design in an incremental manner, at each step introducing new security services.
When designing a secure e-mail system, let us keep in mind the racy example introduced in Section 7.1 -- theillicit
love affair between Alice and Bob. In the context of e-mail, Alice wantsto send an e-mail message to Bob, and Trudy
wants to intrude.

Before plowing ahead and designing a secure e-mail system for Alice and Bob, we should first consider which security
features would be most desirable for them. First and foremost is secrecy. As discussed in Section 7.1, neither Alice nor
Bob wants Trudy to read Alice's e-mail message. The second feature that Alice and Bob would most likely want to see
in the secure e-mail system is sender authentication. In particular, when Bob receives the message from Alice, "I don't
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love you anymore. | never want to see you again. Formerly yours, Alice”" , Bob would naturally want to be sure that the
message came from Alice and not from Trudy. Another feature that the two lovers would appreciate is message
integrity, i.e., assurance that the message Alice sends is not modified while enroute to Bob. Finally, the e-mail system
should provide receiver authentication, i.e., Alice wants to make sure that she isindeed sending the letter to Bob and
not to someone else (e.g., Trudy) who isimpersonating as Bob.

S0 |et's begin by addressing the foremost concern of Alice and Bob, namely, secrecy. The most straightforward way to
provide secrecy isfor Alice to encrypt the message with symmetric key technology (such as DES) and for Bob to
decrypt the message upon message receipt. As discussed in Section 7.2, if the symmetric key islong enough, and if
only Alice and Bob have the key, then it isextremely difficult for anyone else (including Trudy) to read the message.
Although this approach is straightforward, it has a fundamental problem as we discussed in Section 7.2 -- it is difficult
to distribute a symmetric key so that only Alice and Bob have copies of the key. So we naturally consider an alternative
approach, namely, public key cryptography (using, for example, RSA). In the public-key approach, Bob makes his
public key publicly available (for example, in a public-key server or on his personal Web page), Alice encrypts her
message with Bob's public key, and sends the encrypted message to Bob's e-mail address. (The encrypted messageis
encapsulated with MIME headers and sent over ordinary SMTP, as discussed in Section 2.4.) When Bob receives the
message, he simply decryptsit with his private key. Assuming that Alice knows for sure that the public key is Bob's
public key (and that the key is long enough), then this approach is an excellent means to provide the desired secrecy.
One problem, however, is that public-key encryption isrelatively inefficient, particularly for long messages. (Long e-
mail messages are now commonplace in the Internet, due to increasing use of attachments, images, audio and video.)
To overcome the efficiency problem, let's make use of a session key (discussed in Section 7.4). In particular, Alice (1)
selects asymmetric key, Kg, at random, (2) encrypts her message, m, with the symmetric key, Kg,(3) encrypts the
symmetric key with Bob's public key, eg, (4) concatenates the encrypted message and the encrypted symmetric key to

form a"package", and (5) sends the package to Bob's e-mail address. The steps are illustrated in Figure 7.6-1. (In this
and the subsequent figures, the "+" represents concatenation and the "-" represents de-concatenation.) When Bob
receives the package, he (1) uses his private key dg to obtain the symmetric key, S, and (2) uses the symmetric key Sto

decrypt the message m.

K] K (m)

m—w Kl —= S Tl
F
HS

Ky —» Eg(.] = dgl.)

Eplkg) Ep Ky
Alice sends e-mail Boh receives a-mail

message "m" message "m"

Figure 7.6-1: Alice uses a symmetric session key, Kg, to send a secret e-mail to Bob.

Having designed a secure e-mail system that provides secrecy, let's now design another system that provides both
sender authentication and integrity. We'll suppose, for the moment, that Alice and Bob are no longer concerned with
secrecy (they what to share their feelings with everyone!), and are only concerned about sender authentication and
message integrity. To accomplish thistask, we use digital signatures and message digests, as described in Section 7.4.
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Specificaly, Alice (1) applies a hash function, H (e.g., MD5), to her message m to obtain a message digest, (2)
encrypts the result of the hash function with her private key, dy, to creste adigital signature, (3) concatenates the
original (unencrypted message) with the signature to create a package, (4) and sends the package to Bob's e-mail
address. When Bob receives the package, he (1) he applies Alice's public key, e,, to the electronic signature and (2)
compares the result of this operation to his own hash, H, of the message. The steps areillustrated in Figure 7.6-2. As
discussed in Section 7.4, if the two results are the same, Bob can be pretty confident that message came from Alice and
isunaltered.

m—s H() | da() |
- ) du() —

Bob receives e-mail

Alice sends e-mail Sl
message "m

message "m"

Figure 7.6-2: Using hash functions and digital signatures to provide sender authentication and message integrity.

Now lets consider designing an e-mail system that provides secrecy, sender authentication and message integrity. This
can be done by combining the proceduresin Figure 7.6-1 and 7.6-2. Alice first creates a preliminary package, exactly
asin Figure 7.6-2, which consists of her original message along with a digitally-signed hash of the message. She then
treats this preliminary package as a message in itself, and sends this new message through the sender stepsin Figure 7.6-
1, creating a new package that is sent to Bob. The steps applied by Alice are shown in Figure 7.6-3. When Bob receives
the package, he first applies his side of Figure 7.6-1 and then his side of Figure 7.6-2. It should be clear that this design
achieves the goal of providing secrecy, sender authentication and message integrity. Note in this scheme that Alice
applies public key encryption twice: once with her own private key and once with Bob's public key. Similarly, Bob
applies public key encryption twice - once with his private key and once with Alice's public key.

R{d ,(m])

m —w Hi d,{ )

to Internet

K, —» egl)

http://www.behzadakbari.com/networking/ross/pgp.htm (3 of 5) [5/13/2004 12:10:45 PM]



Secure e-mail

Figure 7.6-3: Alice uses symmetric-key cryptography, public-key cryptography, a hash function and a digital
signature to provide secrecy, sender authentication and message integrity.

The secure e-mail design outlined in Figure 7.6-3 probably provides satisfactory security for most e-mail users for most
occasions. But there is still one important issue that remains to be addressed. The design in Figure 7.6-3 requires Alice
to obtain Bob's public key, and requires Bob to obtain Alice's public key. The distribution of these public keysis anon-
trivial problem. For example, Trudy might masgquerade as Bob and give Alice her own public key while saying that it is
Bob's public key. Aswe learned in Section 7.5, a popular approach for securely distributing public keysisto certify the
public keys.

7.6.2 PGP

Originally written by Phil Zimmerman in 1991, pretty good privacy (PGP) ise-mail an encryption scheme that has
become a de-facto standard, with thousands of users all over the globe. Versions of PGP are available in the public
domain; for example, you can find the PGP software for your favorite platform as well as lots of interesting reading at
the International PGP Home Page [PGPI 1999]. (A particularly interesting essay by the author of PGP is[Zimmerman
1999]). PGP is adso commercially available [Network Associates 1999], and is also available as a plug-in for many e-
mail user agents, including Microsoft's Exchange and Outlook, and Qualcomm's Eudora.

The PGP design is, in essence, the same as the design shown in Figure 7.6-3. Depending on the version, the PGP
software uses MD5 or SHA for calculating the message digest; CAST, Triple-DES or IDEA for symmetric key
encryption; and RSA for the public key encryption. In addition, PGP provides data compression.

When PGP isinstalled, the software creates a public key pair for the user. The public key can be posted on the user's
Web site or placed in a public key server. The private key is protected by the use of a password. The password has to be
entered every time the user accesses the private key. PGP gives the user the option of digitally signing the message,
encrypting the message, or both digitally signing and encrypting. Figure 7.6-4 shows a PGP signed message. This
message appears after the MIME header. The encoded data in the message is da (H(m)), i.e., the digitally signed

message digest. As we discussed above, in order for Bob to verify the integrity of the message, he needs to have access
to Alice's public key.

----- BEG N PGP S| GNED MESSAGE- - - - -
Hash: SHA1

Bob:

My husband is out of town tonight.
Passi onately yours, Alice

----- BEG N PGP S| GNATURE- - - - -
Version: PGP for Personal Privacy 5.0

Char set: noconv

yhHIRHhGIGhgg/ 12EpJ+l 08gE4vB3ngJhFEVZPIt 6n7GEmbGA2
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Figure 7.6-4: A PGP signed message.

Figure 7.6-5: shows a PGP secret message. This message also appears after the MIME header. Of course, the plaintext
message is not included within the secret e-mail message. When a sender (such as Alice) wants both secrecy and
integrity, the PGP would contain a message like that of Figure 7.6-5 contained within the message of Figure 7.6-4.

----- BEG N PGP MESSAGE- - - - -
Version: PGP for Personal Privacy 5.0

u2R4d+/ ] Km8Bc5+hgDsgAewsDf r GdszX68Il i KnbF6Gc4sDf c Xyt
Rf dSI G uHgbcf DssWe7/ K=l KhnM kLoO+l / BvcX4t ==Uj k9PbcD4
Thdf 2aw¥ gHbnnKl ok8i y6gThl p

----- END PGP MESSAGE

Figure 7.6-5: A secrect PGP message.

PGP aso provides a mechanism for public key certification, but the mechanism is quite different from the conventional
certification authority tath we examined in section 7.5. PGP public keys are certified by aweb of trust. Alice can certify
any pair of key and user name for which she believes the pair really belongs together. In addition, PGP permits Alice
to say that she trusts another user to vouch for the authenticiy of more keys. Some PGP users sign each other's keysis
by holding key signing parties. Users physically gather, exchange floppy disks containing public keys, and certify each
other's keys by signing them with their private keys. PGP public keys are also distributed by PGP public key servers
on the Internet. When a user submits a public key to such a server, the server stores a copy of the key, sends a copy of
the key to all the other public-key servers, and serves the key to anyone who requests it. Although key signing parties
and PGP public key servers actually exist, by far the most common way for users to distribute their public keysis
posting them on their personal Web pages. Of course, keys on personal Web pages are not certified by anyone, but they
are easy to access.
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7.7 Internet Commerce

In the previous section, we considered the application-layer use (in secure e-mail) of the various security
technologies that we studied earlier in this chapter: encryption, authentication, key distribution, message
integrity and digital signatures. In this section we'll continue our case study of various security
mechanisms by dropping down alayer in the protocol stack an covering secure sockets and a secure
transport layer. We'll take Internet commerce as a motivating application, since business and financial
transactions are an important driver for Internet security.

We consider | nternet commer ce to be the purchasing of "goods' over the Internet. Here we'll use the
term "goods' in avery broad sense to include books, CDs, hardware, software, airline tickets, stocks and
bonds, consulting services, etc. In the 1990s many schemes were designed for Internet commerce, some
providing minimal levels of security and others providing a high-level of security along with customer
anonymity (similar to the anonymity provided by ordinary person-to-person cash transactions [Loshin

1997].) In the late 1990s, however, there was a major shake out, as only afew of these schemes were

widely implemented in Web browsers and servers. As of thiswriting, two schemes have taken hold: SSL,
which is currently used by the vast majority of Internet transactions; and SET, which isto expected to
fiercely compete with SSL in the upcoming years.

There are three magjor playersin thisinfrastructure: the customer who is purchasing a good, the merchant
who is selling the good, and the merchant's bank, which authorizes the purchase. We shall see in our
discussion below that Internet commerce with SSL provides security for communication between the
first two of these three players (i.e., the customer and the merchant), whereas SET provides security for
communication among all three players.

7.7.1 Internet Commerce Using SSL

Let'swalk through atypical Internet commerce scenario. Bob is surfing the Web and arrives at the Alice
Incorporated site which is selling some durable good. The Alice Incorporated site displays aform in
which Bob is supposed to enter the quantity desired, his address and his payment card number. Bob enters
this information, clicks on "submit", and then expects to receive (say, from, ordinary mail) the good; he
also expects to receive a charge for the good in his next payment card statement. This all sounds good, but
If no security measures are taken -- such as encryption or authentication -- Bob could be in for afew
surprises:

« Anintruder could intercept the order and obtain Bob's payment card information. The intruder
could then make purchases at Bob's expense.

. Thesite could display Alice Incorporated famous logo, but actually be a site maintained by Trudy,
who is masquerading as Alice Incorporated. Trudy could take Bob's money and run. Or Trudy
could make her own purchases and have them billed to Bob's account.
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Many other surprises are possible, and we will discuss afew of these in the next subsection. But the two
problems listed above are among the most serious. Internet commerce using the SSL protocol can address
both these problems.

Secure sockets layer (SSL), originally developed by Netscape, is a protocol designed to provide data
encryption and authentication between a Web client and a Web server. The protocol begins with a
handshake phase that negotiates an encryption algorithm (e.g., DES or RSA) and keys, and authenticates
the server to the client. Optionally, the client can aso be authenticated to the server. Once the handshake
Is complete and the transmission of application data begins, and all datais encrypted using session keys
negotiated during the handshake phase. SSL iswidely used in Internet commerce, being implemented in
amost al popular browsers and Web servers. Furthermore, it is also the basis of the Transport Layer
Security (TLS) protocol [RFC 2246].

application layer HTTP IMAP

secure socket layer

transport layer TCP

SSL functions
standard sockets

Figure 7.7-1: Secure socket |layer

SSL and TLS are not limited to the Web application; for example, they are also used for authentication
and data encryption for IMAP mail access. SSL can be viewed as alayer that sits between the application
layer and the transport layer, as shown in Figure 7.7-1. On the sending side, SSL receives from the
application raw application data (such asan HTTP or IMAP message), encrypts the data and directs the
encrypted datato a TCP socket. On the receiving side, SSL reads from the TCP socket, decrypts the data,
and directs the data to the application. Although SSL can be used with many Internet applications, we
shall discussit in the context of the Web, whereit is principally being used today for Internet commerce.

SSL provides the following features:

. SS9 server authentication, allowing a user to confirm a server's identity. An SSL-enabled browser
maintains alist of trusted certifying authorities (CAs) along with the public keys of the CAs. When
the browser wants to do business with an SSL-enabled Web server, the browser obtains from the
server a certificate containing the server's public key. The certificate isissued (i.e., digitaly
signed) by a certificate authority (CA) listed in the client's list of trusted CAs. This feature allows
the browser to authenticate the server before the user submits a payment card number. In the
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context of the earlier example, this server authentication enables Bob to verify that he isindeed
sending his payment card number to Alice Incorporated, and not to someone else who might be
masquerading as Alice Incorporated.

. Anencrypted SS_ session, in which all information sent between browser and server is encrypted
by sending software (browser or Web server) and decrypted by the receiving software (browser or
Web server). This confidentially may be important to both the customer and the merchant. Also,
SSL provides a mechanism for detecting tampering of the information by an intruder.

. SS9 client authentication, allowing a server to confirm a user's identity. Analogous to server
authentication, client authentication makes use of client certificates, which have also been issued
by CAs. Thisauthentication isimportant if the server, for example, is a bank sending confidential
financial information to a customer and wants to check the recipient's identity. Client
authentication, although supported by SSL, is optional. To keep our discussion focused, we will
henceforth ignore it.

How SSL Works

A user, say Bob, surfs the Web and clicks on alink that takes him to a secure page housed by Alice's SSL -
enabled server. The protocol part of the URL for this page is "https' rather than the ordinary "http". The
browser and server then run the SSL handshake protocol, which (1) authenticates the server and (2)
generates a shared symmetric key. Both of these tasks make use of the RSA public-key technology. The
main flow of eventsin the handshake phase is shown in Figure 7.7-2. During this phase, Alice sends Bob
her certificate, from which Bob obtains Alice's public key. Bob then creates a random symmetric key,
encryptsit with Alice's public key, and sends the encrypted key to Alice. Bob and Alice now share a
symmetric session key. Once this handshake protocol is complete, all data sent between the browser and
server (over TCP connections) is encrypted using the symmetric session key.
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Figure 7.7-2: High-level overview of the handshake phase of SSL.

Having given a high-level overview of SSL, let's take a closer look at some of more important details. The
SSL handshake performs the following steps:

1.

The browser sends the server the browser's SSL version number and cryptography preferences.
The browser sends its cryptography preferences because the browser and server negotiate which
symmetric key algorithm they are going to use.

The server sends the browser the server's SSL version number, cryptography preferences and its
certificate. Recall that the certificate includes the server's RSA public key and is certified by some
CA, that is, the certificate has been encrypted by a CA's private key.

The browser has an entrusted list of CAs and a public key for each CA on the list. When the
browser receives the certificate from the server, it checks to seeif the CA ison thelist. If no, the
user iswarned of the problem and informed that an encrypted and authenticated connection cannot
be established. If yes, the browser uses the CA's public key to decrypt the certificate and obtain the
server's public key.

The browser generates a symmetric session key, encryptsit with the server's public key, and sends
the encrypted session key to the server.

The browser sends a message to the server informing it that future messages from the client will be
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encrypted with the session key. It then sends a separate (encrypted) message indicating that the
browser portion of the handshake is finished.

6. The server sends a message to the browser informing it that future messages from the server will
be encrypted with the session key. It then sends a separate (encrypted) message indicating that the
server portion of the handshake is finished.

7. The SSL handshake is now complete, and the SSL session has begun. The browser and the server
use the session keys to encrypt and decrypt the data they send to each other and to validate its

integrity.

SSL handshake actually has many more steps than listed above. Y ou can find more information about
SSL at Netscape's Security Developer Central [ NetscapeSecurity 1999]. In addition to payment card
purchases, we point out here that SSL can (and is) used for other financial transactions including online
banking and stock trading.

SSL in Action

We recommend that you visit a secure Web site, such as a Quebec maple syrup site [Quebec 1999]. When

you enter a secure section of such asite, SSL will perform the handshake protocol. Assuming that the
server's certificate checks out, the browser will notify you, for example by displaying a special icon.. All
information sent between you and the server will now be encrypted. Y our browser should let you actualy
see the certificate for the merchant. (For example, with Internet Explorer, go to File, Properties,
Certificates.) In April 1999, the maple syrup site's certificate included the following information:

Company: Netfarmers Enterprises Inc.
Certification Authority: Thawte Certification
Public Key (in hexadecimal): 88:79:85:D5:D0:7D:60:39:10:51:31:EC:17:DE:E7:80

If your browser lets you do secure transactions with the merchant, then you should also be able to see the
certificate for CA, i.e., Thawte Certification. (For example, with Internet Explorer, go to View, Internet
Options, Content, Certificate Authorities.)

The Limitations of SSL in Internet Commerce

Dueto itssimplicity and early development, SSL iswidely implemented in browsers, servers and Internet
commerce products. These SSL -enabled servers and browsers provide a popular platform for payment
card transactions. Nevertheless, we should keep in mind that SSL was not specifically tailored for
payment card transactions, but instead for generic secure communication between a client and server.
Because of this generic design, SSL lacks many features that payment-card industry would like to seein
an Internet commerce protocol.

Consider once again what happens when Bob makes a purchase from Alice Incorporated over SSL. The
signed certificate that Bob receives from Alice assures Bob that heisreally dealing with Alice
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Incorporated, and that Alice Incorporated is a bona fide company. However, the generic certificate does
not indicate whether Alice Incorporated is authorized to accept payment-card purchases nor if the
company is areliable merchant. This opens the door for merchant fraud. And thereisasimilar problem
for client authorization. Even if SSL client authentication is used, the client certificate does not tie Bob to
a specific authorized payment card; thus, Alice Incorporated has no assurance about whether Bob is
authorized to make a payment-card purchase. This opens the door to all kinds of fraud, including
purchases with stolen credit cards and customer repudiation of purchased goods [Abbott 1999].

Of course, this kind of fraud is aready rampant in mail order and telephone order (MOTO) purchases.
With MOTO transactions, the law dictates that the merchant accepts liability for fraudulent transactions.
Thus, if a customer makes a MOTO purchase with a payment card and claims to have never made the
purchase, then the merchant is liable, that is, the merchant islegally bound to return the money to the
customer (unless the merchant can prove that the customer actually ordered and received the goods).
Similarly, if aMOTO purchase is made with a stolen payment card, the merchant is again liable. On the
other hand, with physically-present transactions, the merchant's bank accepts the liability; as you might
expect, it ismore difficult for a customer to repudiate a physcially-present purchase which involves a
hand-written signature or a PIN (personal identification number).

SSL purchases are similar to MOTO purchases, and naturally the merchant is liable for a fraudulent SSL
purchase. It would be preferable, of course, to use a protocol that provides superior authentication of the
customer and of the merchant, something that is as good or better than a physically-present transaction.
Authentication involving payment-card authorization would reduce fraud and merchant liability.

7.7.2 Internet Commerce Using SET

SET (Secure Electronic Transactions) is a protocol specifically designed to secure payment-card
transactions over the Internet. It was originally developed by Visa International and MasterCard
International in February 1996 with participation from leading technology companies around the world.
SET Secure Electronic Transaction LLC (commonly referred to as SETCo) was established in December
1997 as alegal entity to manage and promote the global adoption of SET [SETCo 1999]. Some of the

principle characteristics of SET include:

. SET isdesigned to encrypt specific kinds of payment-related messages; it cannot be used to
encrypt arbitrary data (such as text and images) as can SSL.

. The SET protocol involves all three players mentioned at the beginning of this section, namely, the
customer, the merchant and the merchant's bank. All sensitive information sent between the three
parties is encrypted.

. SET requires all three playersto have certificates. The customer's and merchant's certificates are
issued by their banks, thereby assuring that these players are permitted to make and receive
payment-card purchases. The customer certificate provides merchants with assurance that
transactions will not be fraudulently charged back. It is an electronic representation of the
customer's payment card. It basically contains information about the account, the issuing financial
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institution, and other cryptographic information. The merchant certificate assures the consumer
that merchant is authorized to accept payment-card purchases. It contains information about the
merchant, the merchant's bank, and the financial institution issuing the certificate.

SET specifies the legal meaning of the certificates held by each party and the apportionment of
liabilities connected with atransaction [Abbott 1999].

In a SET transaction, the customer's payment-card number is passed to the merchant's bank
without the merchant ever seeing the number in plain text. This feature prevents fraudulent or
careless merchants from stealing or accidentally leaking the payment-card number.

A SET transaction uses three software components:

Browser wallet: The browser wallet application isintegrated with the browser and provides the
customer with storage and management of payment cards and certificates while shopping. It
responds to SET messages from the merchant, prompting the customer to select a payment card for
payment.

Merchant server: The merchant server isthe merchandizing and fulfillment engine for merchants
selling on the Web. For payments, it processes cardholder transactions and communicates with the
merchant's bank or approval and subsequent payment capture.

Acquirer gateway: The acquirer gateway is the software component at the merchant's bank. It
processes the merchant's payment card transaction for authorization and payment.

In what follows, we give ahighly simplified overview of the SET protocol. In reality, the protocol is
substantially more complex.

Steps in Making a Purchase

Suppose Bob wants to purchase a good over the Internet from Alice Incorporated.

1.
2.
3.

Bob indicatesto Alice that he isinterested in making a credit card purchase.

Alice sends the customer an invoice and a unique transaction identifier.

Alice sends Bob the merchant's certificate which includes the merchant's public key. Alice aso
sends the certificate for her bank, which includes the bank's public key. Both of these certificates
are encrypted with the private key of a certifying authority.

Bob uses the certifying authority's public key to decrypt the two certificates. Bob now has Alice's
public key and the bank's public key.

Bob generates two packages of information: the order information (Ol) package and the purchase
instructions (PI) package. The Ol, destined for Alice, contains the transaction identifier and brand
of card being used; it does not include Bob's card number. The PI, destined for Alice's bank,
contains the transaction identifier, the card number and the purchase amount agreed to Bob. The
Ol and PI are dual encrypted: the Ol is encrypted with Alice's public key; the Pl is encrypted with
Alice's bank's public key. (We are bending the truth here in order to see the big picture. In reality,
the Ol and PI are encrypted with a customer-merchant session key and a customer-bank session
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key.) Bob sends the Ol and the PI to Alice.

6. Alice generates an authorization request for the card payment request, which includes the
transaction identifier.

7. Alice sendsto her bank a message encrypted with the bank's public key. (Actualy, asession key is
used.) This message includes the authorization request, the Pl package received from Bob, and
Alice's certificate.

8. Alice's bank receives the message and unravelsit. The bank checks for tampering. It also makes
sure that the transaction identifier in the authorization request matches the one in Bob's PI
package.

9. Alice's bank then sends arequest for payment authorization to Bob's payment-card bank through
traditional bank-card channels -- just as Alice's bank would request authorization for any normal
payment-card transaction.

10. Once Bob's bank authorizes the payment, Alice's bank sends a response to the Alice, which is (of
course) encrypted. The response includes the transaction identifier.

11. If thetransaction is approved, Alice sends its own response message to Bob. This message serves
as areceipt and informs Bob that the payment was accepted and that the goods will be delivered.

One of the key features of SET is the non-exposure of the credit number to the merchant. Thisfeatureis
provided in Step 5, in which the customer encrypts the credit card number with the bank's key. Encrypting
the number with the bank's key prevents the merchant from seeing the credit card. Note that the SET
protocol closely parallels the steps taken in a standard payment-card transaction. To handle all the SET
tasks, the customer will have a so-called digital wallet that runs the client-side of the SET protocol and
stores customer payment-card information (card number, expiration date, etc.). Readers interested in
learning more about SET are encouraged to see SETCo page [SETCo 1999] or the SET documentation at

the MasterCard site [Master 1999]. There are also several good books on SET [Merkow 1998] [Loeb
19938].
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What is Network Security?

7.8 Network Layer Security: IPsec

Having examined case studies of the use of various security mechanisms at the application, socket, and
transport layers, our final case study naturally takes us down to the network layer. Here, we'll examine the
the IP Security protocol, more commonly known as | Psec - a suite of protocols that provides security at
the network layer. |Psec is arather complex animal, and different parts of it are described in more than a
dozen RFCs. In this section, we'll discuss | Psec in a specific context, namely, in the context that all hosts
in the Internet support |Psec. Although this context is many years away, the context will ssmplify the
discussion and help us understand the key features of 1Psec. Two key RFCs are [RFC 2401], which

describes the overall IP security architecture and [RFC 2411], which provides an overview of the IPsec
protocol suite and the documents describing it. A nice introduction to IPsec is given in [Kesder].

Before getting into the specifics of 1Psec, let's step back and consider what it means to provide security at
the network layer. Consider first what it means to provide network layer secrecy. The network layer
would provide secrecy if all datacarried by al |P datagrams were encrypted. This means that whenever a
host wants to send a datagram, it encrypts the data field of the datagram before shipping it out into the
network. In principle, the encryption could be done with symmetric key encryption, public key encryption
or with session keys that have are negotiated using public key encryption. The data field could be a TCP
segment, a UDP segment, an ICMP message, etc. If such anetwork layer service werein place, all data
sent by hosts -- including e-mail, Web pages, control and management messages (such as ICMP and
SNMP) -- would be hidden from any third party that is "wire tapping" the network. (However, the
unencrypted data could be snooped at pointsin the source or destination hosts.) Thus, such a service would
provide a certain "blanket coverage" for all Internet traffic, thereby giving al of us a certain sense of
Ssecurity.

In addition to secrecy, one might want the network layer to also provide sour ce authentication. When a
destination host receives an | P datagram with a particular | P source address, it might authenticate the
source by making sure that the | P datagram was indeed generated by the host with that 1P source address.
Such a service prevents attackers from spoofing | P addresses.

In the IPsec protocol suite there are two principal protocols: the Authentication Header (AH) protocol
and the Encapsulation Security Payload (ESP) protocol. When a source host sends secure datagrams to
a destination host, it does so with either the AH protocol or with the ESP protocol. The AH protocol
provides source authentication and data integrity but does not provide secrecy. The ESP protocol provides
data integrity and secrecy. Providing more services, the ESP protocol is naturally more complicated and
requires more processing than the AH protocol. We'll discuss both of these protocols below.

For both the AH and the ESP protocols, before sending secured datagrams from a source host to a
destination host, the source and network hosts handshake and create a network layer logical connection.
Thislogical channel is called asecurity agreement (SA). Thus, | Psec transforms the traditional
connectionless network layer of the Internet to alayer with logical connections! The logical connection
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defined by a SA isasimplex connection, that is, it isunidirectional. If both hosts want to send secure
datagrams to each other, then two SAs (i.e., logical connections) need to be established, one in each
direction. A SA isuniquely identified by a 3-tuple consisting of:

« asecurity protocol (AH or ESP) identifier;
. the source IP address for the ssmplex connection;
. a32-bit connection identifier called the Security Paramter Index (SPI).

For agiven SA (that is, agiven logical connection from source host to destination host), each |Psec
datagram will have a special field for the SPI. All of the datagramsin the SA will use the same SPI value
inthisfield.

Authentication Header (AH) Protocol

As mentioned above, the AH protocol provides source host identification and data integrity but not
secrecy. When a particular source host wants to send one or more datagrams to a particular destination, it
first establishes an SA with the destination. After having established the SA, the source can send secured
datagrams to the destination host. The secured datagrams include the AH header, which isinserted
between the original |P datagram data (e.g., a TCP or UDP segment) and the |P header, as shown in Figure
7.8-1. Thusthe AH header augments the original datafield, and this augmented data field is encapsul ated
as a standard | P datagram. For the protocol field in the IP header, the value 51 is used to indicate that the
datagram includes an AH header. When the destination host recieves the | P datagram, it takes note of the
51 in the protocol field, and processes the datagram using the AH protocol. (Recall that the protocol field
in the IP datagram is traditionally used to distinguish between UDP, TCP, ICMP, etc.) Intermediate
routers process the datagrams just as they always have -- they examine the destination | P address and route
the datagrams accordingly.

|P header | AH header TCPADP Segment

|

Protocol = 51

Figure 7.8-1: Position of the AH header in the | P datagram.
The AH header includes several fields, including:

. Next Header field, which has the role that the protocol field has for an ordinary datagram. It
indicates if the data following the AH header is a TCP segment, UDP segment, |CMP segment, etc.
(Recall that protocol field in the datagram is now being used to indicate the AH protocol, so it can
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no longer be used to indicate the transport-layer protocol.)

. Security Parameter Index (SPI) field, an arbitrary 32-bit value that, in combination with the
destination IP address and the security protocol, uniquely identifies the SA for the datagram.

. Sequence Number field, a 32-bit field containing a sequence number for each datagram. It is
initally set to 0 at the establishment of an SA. The AH protocol uses the sequence numbersto
prevent playback and man-in-the-middle attacks (see Section 7.3).

. Authentication Data field, a variable-length field containing signed message digest (i.e., adigital
signature) for this packet. The message digist is calculated over the original |P datagram, thereby
providing source host authentication and |P datagram integrity. The digital signature is computed
using the authentication algorithm specified by the SA, such as DES, MD5 or SHA.

When the destination host receives an | P datagram with an AH header, it determines the SA for the packet
and then authenticates the integrity of the datagram by processing the authentication datafield. The IPsec
authentication scheme (for both the AH and ESP protocols) uses a scheme called HMAC, whichisan
encrypted message digest described in [RFC 2104]. HMAC uses a shared secret key between two parties

rather than public key methods for message authentication. Further details about the AH protocol can be
found in [REC 2402].

The ESP Protocol

The ESP protocol provides network layer secrecy aswell as source host authentication. Once again, it all
begins with a source host establishing a SA with a destination host. Then the source host can send secured
datagrams to the destination host. As shown in Figure 7.8-2, a secured datagram is created by surrounding
the original |P datagram data with header and trailer fields, and then inserting this encapsulated data into
the datafield of an IP datagram. For the protocol field in the header of the IP datagram, the value 50 is
used to indicate that the datagram includes an ESP header and trailer. When the destination host recieves
the I P datagram, it takes note of the 50 in the protocol field, and processes the datagram using the ESP
protocol. As shown in Figure 7.8-2, the original |P datagram data along with the ESP Trailer field are
encrypted. Secrecy is provided with DES-CBC encryption [RFC 2405]. The ESP header consists of a 32-
bit field for the SPI and 32-bit field for the sequence number, which have exactly the same role asin the
AH protocol. The trailer includes the Next Header field, which also has exactly the same role. Note that
because the Next Header field is encrypted along with the original data, an intruder will not be able to
determine the transport protocol that is being used. Following the trailer there is the Authentication Data
field, which again serves the samerole asin the AH protocol. Further details about the AH protocol can be

found in [RFC 2406].
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|< authenticated >
" encrypted B
ESF ESP ESP
IF header L TCRLUDF Zegment i Auth
Frotocol = 50

Figure 7.8-2: The ESP fields in the | P datagram.

SA and Key Management

For sucessful deployment of 1Psec, a scalable and automated SA and key management scheme is
necessary. Several protocols have been defined for these tasks, including:

. ThelInternet Key Exchange (IKE) algorithm [RFC 2409] is the default key management protocol

for 1 Psec.
. TheInternet Security Assoication and Key Management Protocol (ISKMP) defines procedures for
establishing and tearing down SAs [RFC 2407] [RFC 2408]. ISKMP's security association is

completely separate from IKE key exchange.

Thiswraps up our summary of 1Psec. We have discussed | Psec in the context of 1Pv4 and the "transport
mode". IPsec aso defines a“tunnel mode," in which routers introduce the security functionality rather than
the hosts. Finally, | Psec describes encryption procedures for |Pv6 aswell as | Pv4.
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Chapter 7 summary

7.9 Summary

In this chapter, we've examined the various mechanisms that our secret lovers, Bob and Alice, can use to
communicate "securely." We've seen that Bob and Alice are interested in secrecy (so that they alone are
able to understand the contents of a transmitted message), authentication (so that they are sure that they
are talking with each other), and message integrity (so that they are sure that their messages are not
atered in transit). Of course, the need for secure communication is not confined to secret lovers. Indeed,
we saw in section 7.1 that security is needed at various layers in a network architecture to protect against
"bad guys' who may sniff packets, remove packets from the network, or inject falsely addressed packets
into the network.

Thefirst part of this chapter presented various principles underlying secure communication. We
covered cryptographic techniques for coding and decoding datain Section 7.2, including both symmetric
key cryptography and public key cryptography. DES and RSA were examined as specific case studies of
these two major classes of cryptographic techniques in use in today's networks. In section 7.3 we turned
our attention to authentication, and developed a series of increasingly sophisticated authentication
protocols to ensure that a conversant is indeed who he/she claimsto be, and is"live." We saw that both
symmetric key cryptography and public key cryptography can play an important role not only in
disguising data (encryption/decryption), but also in performing authentication. Techniques for "signing"
adigital document in a manner that is verifiable, non-forgible, and non-repudiable were covered in
Section 7.4. Once again, the application of cryptographic techniques proved essential. We examined
both digital signatures and message digests - a shorthand way of signing a digital document. In section
7.5 we examined key distribution protocols. We saw that for symmetric key encryption, a key
distribution center - a single trusted network entity - can be used to distribute a shared symmetric key
among communicating parties. For public key encryption, a certification authority distributes certificates
to validate public keys.

Armed with the techniques covered in sections 7.2 through 7.5, Bob and Alice can communicate securely
(one can only hope that they are networking students who have learned this material and can thus avoid
having their tryst uncovered by Trudy!). Inthe second part of this chapter we thus turned our attention to
the use of various security techniques in networks. In section 7.6, we used e-mail as a case study for
application-layer security, designing an e-mail system that provided secrecy, sender authentication and
message integrity. We also examined the use of pgp as a public-key e-mail encryption scheme. Our
cases studies continued as we headed down the protocol stack and examined

the secure sockets layer (SSL) and secure el ectronic transactions, the two primary protocols in use today
for secure electronic commerce. Both are based on public key techniques. Finally, in section 7.8 we
examined a suite of security protocols for the IP layer of the Internet - the so-called | Psec protocols.
These can be used to provide secrecy, authentication and message integrity between two communication
| P devices.
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Homework Problems and Discussion
Questions

Review Questions

1) What are the differences between message secrecy and message integrity? Can you have one without
the other? Justify your answer.

2.) What is the difference between an active and a passive intruder?
3.) What is an important difference between a symmetric key system and a public key system?

4.) Suppose that an intruder has an encrypted message as well as the decrypted version of that message.
Can the intruder mount a cipher-text only attack, a known-plaintext or a chosen-plaintext attack?

5.) Suppose N people want to communicate with each of the N-1 other people using symmetric key
encryption. All communication between any to people, i and |, isvisibleto all other people, and no other
person should be able to decode their communication. How many keys are required in the system asa
whole? Now suppose that public key encryption is used. How many keys are required in this case?

6.) What isthe purpose of a nonce in an authentication protocol ?

7.) What does it mean to say that anonceis aonce-in-a-lifetime value? In whose lifetime?

8.) What isthe man-in-the-middle attack? Can this attack occur when symmetric keys are used?
9.) What doesit mean for a signed document to be verifiable, non-forgible, and non-repudiable?

10.) In what way does a message digest provide a better message integrity check than a checksum such
asthe Internet checksum?

11.) In what way does a message digest provide a"better" digital signature than using a public key digital
signature?

12.) Isthe message associated with a message digested encrypted? Since either "yes' or "no" are
acceptable answers here, you should explain your answer.

13.) What isakey distribution center? What is a certification authority?
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14.) Summarize the key differences in the services provided by the Authentication Header protocol and
the Encapsulation Security Payload (ESP) protocol in |Psec.

Problems

1.) Using the monoal phabetic cipher in Figure 7-3. Encode the message "Thisis an easy problem.”
Decode the message "rmij'u uamu xyj."

2.) Show that Eve's known plaintext attack in which she knows the (ciphertext, plaintext) translation
pairsfor seven letters reduces the number of possible substitutions to be checked by approximately 10°.

3.) Consider the Vigenere system shown in Figure 7-4. Will a chosen plaintext attack that is able to get
the plaintext encoding of the message, "The quick fox jumps over the lazy brown dog" be sufficient to
decode all messages? Why?

4.) Using RSA, choose p = 3 and g = 11, and encode the phrase "hello". Apply the decryption algorithm,
to the encrypted version to recover the original plaintext message.

5.) In the man-in-the-middle attack in Figure 7.3-7, Alice has not authenticated Bob. If Alice wereto
require Bob to authenticate himself using ap5.0, would the man-in-the-middle attack be avoided?
Explain your reasoning.

6.) The Internet BGP routing protocol uses the MD5 message digest rather than public key encryption to
sign BGP messages. Why do you think MD5 was chosen over public key encryption?

7.) Compute athird message, different than the two messages in Figure 7.4-5, that has the same
checksum as the messages in Figure 7.4-5.

8.) Augment the KDC protocol shown in Figure 7.5-1 to include the necessary authentication messages.
Be sure to show the use of nonces and indicate which key values are used to encrypt which messages

9.) In the protocol and discussion of Figure 7.5-1, why doesn't Alice have to explicitly authenticate Bob?

10.) In the protocol in Figure 7.5-2, Alice did not include her own identity in the message to the CA.
Anyone could thus spoof a message from Aliceto the CA. Does this compromise the integrity of the
CA's public key distribution? Justify your answer.

11.) Why is there no explicit authentication in the protocol in Figure 7.5-2 ? |s authentication needed?
Why?

12.) Consider the KDC and the CA servers. Suppose a KDC goes down? What is the impact on the
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ability of partiesto communicate securely, i.e., who can, and can not, communicate? Justify your
answer. Suppose now that a CA goes down. What isthe impact of this failure?

Discussion Questions

1.) Suppose that an intruder could both insert and remove DNS messages into the network. Give three
scenarios showing the problems that such an intruder could cause.

2.) No one has formally "proven" that 3-DES or RSA are "secure." Given this, what evidence do we
have they are indeed secure?

3.) If IPsec provides security at the network layer, why isit that security mechanisms are still needed at
layers above | P?

4.) Go to the International PGP homepage (http://www.pgpi.org/). What version of pgp are you legally
allowed to download, given the country you are in?
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