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Some algorithms are relatively
neutral, like sorting algorithms

Pt B e

Bubble sort Merge sort, breadth first
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But, many algorithms
are pbased on data

And data is political
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Brainstorm; data exhaust

We generate data every day, whether we know it or
not.

For example, | wear a FitBit, so | generate data
every time | take a step. | consciously chose to wear
this, but there are other times | am unconsciously
generating data. It is incidental to what I’'m doing,
and streams off me as “data exhaust.”

Take a few minutes and make a list of all the places
you generate data on a normal day.
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Because data Is generated
DY humans, and comes
from the past, it Is biased
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As we consider algorithms, we want to think about
- - What data is being used to feed them
- Where the data comes from
- What (or who) is missing from the data

+ Biases that might come in to the algorithm along
with the data
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http://tidytextmining.com/sentiment.html

When [ fed it "I'm Christian" it said the statement was positive:

Text: 1i'm christian
Sentiment: ©.10000000149011612

When [ fed it "I'm a Sikh" it said the statement was even more positive:

Text: i'm a sikh
Sentiment: ©.30000001192092896

But when I gave it "I'm a Jew" it determined that the sentence was slightly negative:

Text: i'm a jew
Sentiment: -0.20000000298023224

Andrew Thompson. Googles Sentiment Analyzer Thlnks Being Gay Is Bad



https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias

The problem doesn't seem confined to religions. It similarly thought statements about

being homosexual or a gay black woman were also negative:

Text: 1i'm a gay black woman
Sentiment: -0.30000001192092896

Text: 1i'm a straight french bro
Sentiment: 0.20000000298023224

Andrew Thompson. Googles Sentiment Analyzer Thlnks Belng Gay Is Bad



https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias

Being a dog? Neutral. Being homosexual? Negative:

Text: 1'm a dog
Sentiment: 9.0

Text: 1'm a homosexual
Sentiment: -0.5

Text: 1'm a homosexual dog
Sentiment: -0.6000000238418579

Andrew Thompson. Googles Sentiment Analyzer Thlnks Belng Gay Is Bad



https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias

Where did this data come
from?

Andrew Thompson. Google’s Sentiment Analyzer Thinks Being Gay |s Bad.
https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias



https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias

Update 10/25/17 3:53 PM: A Google spokesperson responded to Motherboard's
request for comment and issued the following statement: "We dedicate a lot of efforts
to making sure the NLP API avoids bias, but we don't always get it right. This is an
example of one of those times, and we are sorry. We take this seriously and are

working on improving our models. We will correct this specific case, and, more

broadly, building more inclusive algorithms is crucial to bringing the benefits of
machine learning to everyone."

Andrew Thompson. Google’s Sentiment Analyzer Thinks Being Gay Is Bad.
https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias
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Bernard Parker, left, was rated high risk; Dylan Fugett was rated low risk. (Josh Ritchie for ProPublica)

Machine Bias

There's software used across the country to predict future criminals. And it's biased against blacks.

by Julia Angwin, Jeff Larson, Surya Mattu and Lauren Kirchner, ProPublica
May 23, 2016



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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Wisconsin, the results of such assessments are given to judges during criminal
sentencing.

Rating a defendant’s risk of future crime is often done in conjunction with an evaluation
of a defendant’s rehabilitation needs. The Justice Department’s National Institute of
Corrections now encourages the use of such combined assessments at every stage of the
criminal justice process. And a landmark sentencing reform bill currently pending in
Congress would mandate the use of such assessments in federal prisons.

Two Petty Theft Arrests In 2014, then U.S. Attorney General Eric Holder

warned that the risk scores might be injecting bias
into the courts. He called for the U.S. Sentencing
Commission to study their use. “Although these
measures were crafted with the best of intentions, I
am concerned that they inadvertently undermine
our efforts to ensure individualized and equal
justice,” he said, adding, “they may exacerbate

un ted and unjust disparities that are already
far too common in our criminal justice system and
in our society.”

Borden was rated high risk for future crime after she and a friend The sentencing commission did not, however,
ook & kicTs biles and scooter that were itting cutzide. She did not launch a study of risk scores. So ProPublica did, as

reoffend.

part of a larger examination of the powerful, largely
hidden effect of algorithms in American life.

We obtained the risk scores assigned to more than 7,000 people arrested in Broward
County, Florida, in 2013 and 2014 and checked to see how many were charged with new
crimes over the next two years, the same benchmark used by the creators of the
algorithm.

The score proved remarkably unreliable in forecasting violent crime: Only 20 percent of
the people predicted to commit violent crimes actually went on to do so.

When a full range of crimes were taken into account — including misdemeanors such as
driving with an expired license — the algorithm was somewhat more accurate than a coin
flip. Of those deemed likely to re-offend, 61 percent were arrested for any subsequent
crimes within two years.

We also turned up significant racial disparities, just as Holder feared. In forecasting who
would re-oﬂend the algonthm made mistakes w1th black and white defendants at



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Where did this data come
from?

hitps://www.propublica.org/article/machine-pias-risk-assessments -in-criminal-sentencing
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Policing the Future

In the aftermath of Michael Brown's death, St. Louis cops embrace crime-predicting software.
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Maurice Chammah','w:l%E’ additioMeh%ﬁiné by Mark Hansen. Policing the Future. S
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Where the St. Louis County Police Patrol

Dozens of small, local municipal agencies handle policing in parts of St. Louis County. The St. Louis County Police Department

covers areas not policed by the “munis,” including the city of Jennings, Mo. The = DARKER AREAS in the map show the

areas within
their jurisdiction that HunchLab has identified as high risk.

ST. LOUIS COUNTY - HUNCHLAB CRIME MAP
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the HunchLab algorithm took the 10 crimes that the police department had
and combined them to determine where patrols would have the most impact.
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weapon) makes up 18.5 percent of the overall
risk score assigned to a cell. The darkest
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320 chance of at least one aggravated assault
taking place there during the shift.
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In St. Louis, the HunchlLab algorithm took the 10 crimes that the police department had selected, calculated the risk-level for
each, and combined them to determine where patrols would have the most impact.
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Google Photos, y'all f d up. My friend's
not a gorilla.

e

Airplanes

Graduation

7:22 PM - 28 Jun 2015

3,174 Retweets 2,026 Likes f‘g ‘ ‘ a &. & Q 5 l}

QO 223 11 3.2K ) 2.0K ~
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A tqough the group did not build the algorlthm to treat light
IN as a sign of beauty, the input data e echvely led the
ropot Judges to reach that conclusion.”
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Lu Sophia

Age: 18
Real age prediction: 13
Perceived age prediction: 15

Margeri Ottis

Age: 27
Real age pradiction: 23
Perceived age prediction: 23

Kerri Kinney
Age: 26
Real age prediction: 18

Parceived age prediction: 16

AntiAgeist score: 2 AntiAgeist Score: 7 Antidgeist score: 9.5
PIMPL score: 1,3 PIMPL score: 1,2 PIMPL score: 1,2
RYNKL score: 1 RYNKL score: 3 RYNKL score: 5
MADIS score: 97 MADIS scors: 96 MADIS score: 96

Symmetry Master score: 5,2 Symmetry Master scorea: 3,1 Symmetry Master Score: 14,0

Margarita Shestakova

Evgeniya Miruk
Age: 25 Age: 29

Real age prediction: 18
Percaived age pradiction: 20

Real age prediction: 23
Perceivad age prediction: 23

AntiAgeist score: 6,5 AntiAgeist score: 9
PIMPL score: 1,1 PIMPL score: 1,2
RYNKL score: 2 RYNKL score: 3

core; 96

Sam Levin. A beauty contest was Judgegf WeAb-and.dhe robots d|dntl|&,é dark.Skin s
https://www.theguardian.com/technolo 2016 sep/08/artificial-intelli

via Algorithmic Justice League



https://www.theguardian.com/technology/2016/sep/08/artificial-intelligence-beauty-contest-doesnt-like-black-people
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Magazine

How Companies Learn Your Secrets

00006 [

“My daughter got this in the mail!” he said. “She’s still in high school, and
B you're sending her coupons for baby clothes and cribs? Are you trying to

‘ encourage her to get pregnant?”

&

On the phone, though, the father was somewhat abashed. “I had a talk with
d my daughter,” he said. “It turns out there’s been some activities in my house

>

5

I haven’t been completely aware of. She’s due in August. I owe you an
apology.”

Charles Dugigg. How Companies Learn Your Secrets. http://www.nytimes.com/2012/02/19/magazine/shopping-habits.htm|



http://www.nytimes.com/2012/02/19/magazine/shopping-habits.html

Magazine

How Gompanies Learn Your Secrets

00006 ||

,b’Y“ .

.HE ﬂ -‘l m
mn ?d')_)

e

NG d this'data:.come-

‘ encourage her to get pregnant?”

L ,_‘ —

z [
e X
- e

On the phone, though, the father was somewhat abashed. “I had a talk with
my daughter,” he said. *It turns out there’s been some activities in my house

I haven’t been completely aware of. She’s due in August. I owe you an
apology.”

Charles Dugigg. How Companies Learn Your Secrets. http://www.nytimes.com/2012/02/19/magazine/shopping-habits.html
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Google Allowed Advertisers To
Target People Searching Racist
Phrases

Google prompted BuzzFeed News to run ads targeted to keywords like "black people
ruin neighborhoods," then allowed the campaign to go live.

Originally posted on September 15, 2017, at 12:30 p.m.

Updated on September 15, 2017, at 2:15 p.m.

Alex Kantrowitz
) y BuzzFeed News Reporter
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Alex Kantrowitz. Google Allowed Advertisers to Target People Searching Racist Phrases. https://www.buzzfeed.com/
alexkantrowitz/gooqgle-allowed-advertisers-to-target-jewish-parasite-black?utm_term=.ecOGyWO0Q62#.tda3yOQOB1
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Google Allowed Advertisers To
Target People Searching Racist
Phrases

Google prompted BuzzFeed News to run ads targeted to keywords like "black people
ruin neighborhoods," then allowed the campaign to go live.
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Google Allowed Advertisers To
Target People Searching Racist
Phrases

Google prompted BuzzFeed News to run ads targeted to keywords like "black people
ruin neighborhoods," then allowed the campaign to go live.

Q Alex Kantrowitz

"This violates our policies against derogatory speech and we have removed it," a Google
spokesperson told BuzzFeed News after being sent a screenshot of live ad campaign
targeted to the search terms "Zionists control the world."
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Latanya Sweeney Truth LA
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Public Records Found For: Latanya Sweeney. View Now T——

www . publicrecords.comv
S

La Tanya
Search for La Tanya Look Up Fast Results now!
www.ask.com/La+Tanya

(c) (d)

LATANYA SWEENEY

Web page results of ads that appeared on-screen when Harvard professor Latanya Sweeney typed her
name in a google search. Ads featured services for arrest records. Sweeney conducted a study that
concluded searches with "black sounding" names are more likely to get results with ads for arrests records

and other negative information.

Hiawatha Bray. Racial bias alleged in Google’s ad results. https://www.bostonglobe.com/business/2013/02/06/harvard-
professor-spots-web-search-bias/PtOgSh1ivi ZMfyEG|00X4I/story.html

Latanya Sweeney. https://dataprivacylab.org/people/sweeney/
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Latanya Sweeney Truth

Looking for Latanya Sweeney? Check Latanya Sweeney's Arrests

Where did this data come
from? °

Web page results of ads that appeared on-screen when Harvard professor Latanya Sweeney typed her

name in a google search. Ads featured services for arrest records. Sweeney conducted a study that

concluded searches with "black sounding'" names are more likely to get results with ads for arrests records

and other negative information.

Hiawatha Bray. Racial bias alleged in Google’s ad results. https://www.bostonglobe.com/business/2013/02/06/harvard-
professor-spots-web-search-bias/PtOgSh1ivi ZMfyEG|00X4I/story.html

Latanya Sweeney. https://dataprivacylab.org/people/sweeney/
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imited) transparency from companies

Your information

About you Your categories

The categories in this section help advertisers reach people who are most likely to be interested in their products, services, and causes. We've

added you to these categories based on information you've provided on Facebook and other activity.

Ads Personalization

Make the ads you see more useful to you when using Google services (ex. Search, YouTube).

TOPICS YOU LIKE TOPICS YOU DON'T LIKE (0)

Birthday in April Away from family

Away from hometown US politics (very liberal)

Gmail users Close friends of expats

Facebook access (mobile): smartphones and tablets African American (US)

Facebook access (mobile): Samsung Android mobil... Frequent Travelers

devices

Android: 360 degree media supported Facebook access (mobile
See More

https://www.facebook.com/ads/preferences

Remove topics you don't like and add ones you do to make the ads you see more useful to
you. Topics will also be added as you use some Google services (ex: when you watch a video
on YouTube). We're working to include topics from other Google services.

Arts & Entertainment Q Autos & Vehicles Beauty & Fitness

Blues Books & Literature Business & Industrial

Business & Productivity Software Business News Cats

Classical Music Comics & Animation Computers & Electronics

Cooking & Recipes Coupons & Discount Offers Credit Cards

Cycling Education Enterprise Technology
Fashion & Style Finance Fitness

Folk & Traditional Music Food & Drink Hair Care

QO 0 0 © 0 © ©
QO & 0 © 0 © © ©

+ NEW TOPIC VIEW 23 MORE

0O O 0 0 © 0 © ©

https://adssettings.gooqgle.com/authenticated
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Okay, I'm riled up.
Now what”



Brainstorm: ways to fight this

First, let’s shake it off.

Then, think of some ways we can combat
algorithmic bias (don't worry, I've got ideas on the
next slide).



Keep your eyes open for ways that data and algorithms are
being used to perpetuate inequity

Support investigative journalism

* ProPublica

* New York Times

e Washington Post

Use your data skills for good

* “First, do no harm”

e Diversity is important, particularly at tech giants

Lobby your representatives for more transparency in algorithms
used by the government



1. Design data systems for the well-being of the
people from whom the data is taken

2. Whenever possible, provide mechanisms for
feedback

3. Honor the complexity of individual and community
realities

4. Create real, functioning data publics

Jer Thorp. Turning Data Around. https://medium.com/memo-random/turning-data-around-/acealf/479¢c


https://medium.com/memo-random/turning-data-around-7acea1f7479c

Joy Buolamwini. How I'm fighting bias in algorithms.
https://www.ted.com/talks/
joy_buolamwini_how_ i m_fighting_bias_in_algorithms

Joy Buolamwini at TEDxBeaconStreet

How I'm fighting bias In algorithms
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Matt Mitchell. Cyber JimCrow: Virtual Public Housing eyeO*
and Poor Doors in Digital Security & Surveillance.
https://vimeo.com/232659054



https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms
https://vimeo.com/232659054

Read

/
danah boyd & Kate Crawford \\ ‘ ‘ / /
CRITICAL QUESTIONS FOR BIG DATA ‘ /

Provocations for a cultural, W EA P [] N s ﬂ F

technological, and scholarly
phenomenon

Downkaded by [University of Californis, Los Angeles (UCLA)] 2t 18:47 25 March 2015

R tosedye

The ema of Big Deea has begun. Compener scsencis. physicie, economény, machemar
clurs, pofitical scientists, bio- informaricie:. sociedagisy, and other scholars are damoring
for access w0 the mesmive guancities of informarion peoduced by and abow people. things,
and their inceractions. Diverse groups aspue sbous the potential benefins and coxs of ana
lyzing genetic sequences, social medis mereavions, heaith recoeds phone loge govern
ment records, and ocher diginal craces ket by pesple Signtficone questions emesge
Will lange-scale search data help us creme beszer woolt, services, and public goods? O
will ir usher in a new wave of petvacy Imcurgons and iesive marketing’ Will dote ane
Jyrics heip us understand online comesemizies and podivicel movemenes® Or will it be uwed
to track protesters and suppees speech’ WL £ rongiorm how we study human commani
cation and culture, or narrow the palene of seseanch opcises and aher whar ‘reseorch’
means? Given the rise of Big Date o5 2 socio-sechescal phensmencn, we asgue thar &
& necessary to crivically intersogaze iy swsmpcions and bioses In this aemicie, we offer
supmu';xwmwr;u}imm.&u:&milgw,;m. teen

Logical, and schoiarly phenomence thar rews oo the iterplay of tachealogy, analysis and

mythology that peovodes extensive unpion and dysmopias rheoric

Kc_vwords Big Data; analytics; social media; commumication studies;
social network sites; philosophy of scence; epistemalogy; ethics; Twitter

(Received 10 December 2011, fimal vemion secetved 20 Masch 2012)

Technology is neither pood nor bad; nor & it newtral . . . technaology’s inter
action. with the social ecology is such that techmical developments frequently
have envircamental, socal, and buman consequences that go far beyond the
immediate purposes of the techmical dewices and practices themselves.
(Kranzberg 1986, p. 545)
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https://smile.amazon.com/dp/B019B6VCLO/ref=dp-kindle-redirect?_encoding=UTF8&btkr=1
http://www.tandfonline.com/doi/abs/10.1080/1369118X.2012.678878

Stuff at Smith

Data for Black Lives: Conference at MIT November 17-19,
2017. Sold out! But Ben Baumer (bbaumer@smith.edu) will be
organizing a local watching party tor the remote conference.

ProPublica is really on the forefront of this work. We'll be
hosting a talk by at least one of their journalists in Spring 2018.

SDS 236: Data Journalism. Spring 2018, taught by Amelia
McNamara. Will address some of these issues.



http://d4bl.org/
mailto:bbaumer@smith.edu
https://www.smith.edu/statistics/courses_F17S18.php
https://www.propublica.org/

