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#privilegealert
I am a 

•  white
•  straight
•  cisgender
•  middle class
•  highly educated
•  American

lady

I’m doing the best I can when I talk about issues of race, 
class, gender, and other sensitive topics. But you should 

always feel free to call me out (publicly or privately).
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An algorithm is “a process or set of rules to 
be followed in calculations or other problem-

solving operations, especially by a computer.” 
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Some algorithms are relatively 
neutral, like sorting algorithms
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But, many algorithms 
are based on data

And data is political
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Brainstorm: data exhaust
We generate data every day, whether we know it or 
not.

For example, I wear a FitBit, so I generate data 
every time I take a step. I consciously chose to wear 
this, but there are other times I am unconsciously 
generating data. It is incidental to what I’m doing, 
and streams off me as “data exhaust.”

Take a few minutes and make a list of all the places 
you generate data on a normal day.
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How were humans 
involved in the data-

generating process of 
the data you thought of?
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Because data is generated 
by humans, and comes 

from the past, it is biased

flickr: phunk

https://www.flickr.com/photos/phunk/141508891/in/photolist-dvgEt-WdpmP-b7htLa-7iTw7z-7mgqHn-jThntJ-3Mx8yy-pjjMoj-mKhaC-9zBK4-cBk9Pq-8YivBN-649pZf-4YLmRR-4PGaMS-645btp-kCy6qk-5Ku6XK-645byM-Hp2A5-SfQtUF-6BSrnu-4adivw-6BNk8g-qrnGzv-jw5P8D-83ivza-ouBt9n-9aovjN-9Yyt7S-brxbdv-o46wEj-pugD9j-c3R6R-jiccaT-8fUoSd-gavHUT-3BkA3w-8WCfVA-SNXSJ-8jbEiM-4KaHZF-64ezV3-pdwbBU-wzMi3-G6Bkd-dxHbZY-ddakVk-4KeYKJ-4qocTe


As we consider algorithms, we want to think about

• What data is being used to feed them

• Where the data comes from

• What (or who) is missing from the data

• Biases that might come in to the algorithm along 
with the data
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Julia Silge and David Robinson. Text Mining with R: A Tidy Approach. http://tidytextmining.com/sentiment.html

Sentiment analysis

http://tidytextmining.com/sentiment.html
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https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias


Andrew Thompson. Google’s Sentiment Analyzer Thinks Being Gay Is Bad.  
https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias

https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias


Andrew Thompson. Google’s Sentiment Analyzer Thinks Being Gay Is Bad.  
https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias

https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias


Andrew Thompson. Google’s Sentiment Analyzer Thinks Being Gay Is Bad.  
https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias

Where did this data come 
from?
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Where did this data come 
from?
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Image recognition
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“Although the group did not build the algorithm to treat light 
skin as a sign of beauty, the input data effectively led the 

robot judges to reach that conclusion.”

Sam Levin. A beauty contest was judged by AI and the robots didn't like dark skin.  
https://www.theguardian.com/technology/2016/sep/08/artificial-intelligence-beauty-contest-doesnt-like-black-people 
via Algorithmic Justice League
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Tailoring
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Hiawatha Bray. Racial bias alleged in Google’s ad results. https://www.bostonglobe.com/business/2013/02/06/harvard-
professor-spots-web-search-bias/PtOgSh1ivTZMfyEGj00X4I/story.html
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(limited) transparency from companies

https://www.facebook.com/ads/preferences

https://adssettings.google.com/authenticated

https://www.facebook.com/ads/preferences
https://adssettings.google.com/authenticated


Okay, I’m riled up. 
Now what?



Brainstorm: ways to fight this

First, let’s shake it off.  

Then, think of some ways we can combat 
algorithmic bias (don’t worry, I’ve got ideas on the 
next slide).



• Keep your eyes open for ways that data and algorithms are 
being used to perpetuate inequity 

• Support investigative journalism 

• ProPublica 

• New York Times 

• Washington Post 

• Use your data skills for good 

• “First, do no harm” 

• Diversity is important, particularly at tech giants 

• Lobby your representatives for more transparency in algorithms 
used by the government



1. Design data systems for the well-being of the 
people from whom the data is taken

2. Whenever possible, provide mechanisms for 
feedback

3. Honor the complexity of individual and community 
realities

4. Create real, functioning data publics

Jer Thorp. Turning Data Around. https://medium.com/memo-random/turning-data-around-7acea1f7479c
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Watch
Joy Buolamwini. How I’m fighting bias in algorithms. 
https://www.ted.com/talks/
joy_buolamwini_how_i_m_fighting_bias_in_algorithms

Matt Mitchell. Cyber JimCrow: Virtual Public Housing 
and Poor Doors in Digital Security & Surveillance.  
https://vimeo.com/232659054
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https://vimeo.com/232659054


Read

https://smile.amazon.com/dp/B019B6VCLO/ref=dp-kindle-redirect?_encoding=UTF8&btkr=1
http://www.tandfonline.com/doi/abs/10.1080/1369118X.2012.678878


Stuff at Smith
Data for Black Lives: Conference at MIT November 17-19, 
2017. Sold out! But Ben Baumer (bbaumer@smith.edu) will be 
organizing a local watching party for the remote conference.

SDS 236: Data Journalism. Spring 2018, taught by Amelia 
McNamara. Will address some of these issues. 

ProPublica is really on the forefront of this work. We’ll be 
hosting a talk by at least one of their journalists in Spring 2018.

http://d4bl.org/
mailto:bbaumer@smith.edu
https://www.smith.edu/statistics/courses_F17S18.php
https://www.propublica.org/

